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bstract

The processing of silicon in microelectronics and photovoltaics involves the isotropic chemical etching using HF–HNO3 mixtures to clean the
urface from contaminations, to remove the saw damage, as well as to polish or to texture the wafer surface. Key element of an effective etch
rocess control is the knowledge of the actual etch bath composition in order to maintain a certain etch rate by replenishment of the consumed
cids. The present paper describes a methods for the total analysis of the etch bath constituents HF, HNO3, and H2SiF6 by ion chromatography.
irst step is the measurement of the total fluoride and nitrate content in the analyte. In a second step, H2SiF6 is precipitated as K2SiF6. After careful
ltration of the precipitate, the fluoride concentration in the filtrate is measured and the content of free HF is calculated therefrom. The K SiF is
2 6

issolved again and the fluoride content measured and recalculated as H2SiF6. The results obtained with the presented method are discussed with
espect to the results from two other, previously published methods, based on a titration using methanolic cyclohexylamine solution as titrant and
ased on a method using a fluoride ion selective electrode (F-ISE). An evaluation with respect to the needs for an industrial application is given.

2007 Elsevier B.V. All rights reserved.
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. Introduction

The processing of silicon wafers for microelectronic or pho-
ovoltaic applications involves the isotropic chemical etching
f silicon using HF–HNO3 mixtures. Depending on the techno-
ogical requirements, e.g. the removal of mechanically damaged
urface layers after crystal slicing (saw damage), surface clean-
ng, and texturing or polishing, different acid compositions have
o be used. It is common sense, that any etch bath should be uti-
ized up to its maximum in order to minimize the amount of

azardous and environmental harmful waste and to reduce the
osts of silicon processing. As consequence, used etch solu-
ions have to be replenished by concentrated acids to increase

∗ Corresponding author at: Department of Biological, Chemical, and Process
ngineering, Fachhochschule Lausitz, University of Applied Sciences, Großen-
ainer Straße 57, D-01968 Senftenberg, Germany. Tel.: +49 35 73 85 839;
ax: +49 35 73 85 809.

E-mail address: jacker@fh-lausitz.de (J. Acker).
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heir utilization [1–3]. The essential precondition for that is a
obust analytical procedure to determine the concentration of
he individual etch bath constituents HNO3, HF, and H2SiF6.

H2SiF6 is a reaction product that is formed in a formalized
wo-step-process in the dissolution of silicon in a HF–HNO3
ixture. In the first step silicon is formally oxidized by HNO3

o SiO2. In the second step, the oxide reacts with HF to SiF4 that
s complexed in excess of HF as SiF6

2−. The total reaction is
ritten as follows (Eq. (1)) [4]:

Si + 4HNO3 + 18HF → 3H2SiF6 + 4NO + 8H2O (1)

Recent investigations have shown that the reaction mecha-
ism of silicon etching is much more complex and therefore
nly insufficiently represented by Eq. (1) [5,6].
The total acid concentration and the amount of H2SiF6 can
e determined by potentiometric aqueous acid–base titration [7].
he first observed equivalence point consists mainly of the sum
f the protons of HNO3, HF, and H2SiF6. The difference between
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he second and the first equivalence point is equal to the amount
f H2SiF6. The previous publication [8] describes two meth-
ds to determine the individual acid concentrations. The base
or both methods is the aqueous acid–base titration mentioned
bove. In method 1, a defined aliquot of the analyte solution
s mixed with ethanol and a certain amount of KCl is given to
he solution to precipitate H2SiF6 as K2SiF6. As consequence,
wo equivalents of HCl are formed with respect to the present
mount of H2SiF6. The titration of this solution with methano-
ic cyclohexylamine solution (CHA) yields to the total amount
f HNO3 and HCl at the first equivalence point. The amount
f HNO3 is calculated with the knowledge of the H2SiF6 con-
ent from the acid–base titration. Finally, the amount of HF is
he difference from of the total acid and HNO3 and H2SiF6. In

ethod 2, the total fluoride concentration is measured using a
uoride ion-selective electrode (F-ISE). The difference between

hat value and the amount of H2SiF6 from the aqueous acid–base
itration gives the quantity of HF. The amount of HNO3 is finally
alculated from the total amount of acid minus that of HF and
2SiF6. The present paper describes a third method (method 3)

o analyze the etch solution constituents by ion chromatography
IC). The three methods are compared to each other and their
pecific advantages and disadvantages are discussed.

. Experimental

.1. Sample preparation

The sample preparation was described in detail in the previous
art [8]. In short, two series were prepared by dissolution of
ither SiO2 (series 1) or silicon (series 2) in HF–HNO3 mixtures
n vessels of polyethylene (PE).

.2. Ion chromatography

All measurements were performed by a 761 Compact IC
ith suppressor system and conductivity detector (Metrohm AG,
erisau, Switzerland). An ASupp4/5 Guard (length 5 mm, diam-

ter 4.0 mm) was used as precolumn and a METROSEP ASupp5
Metrohm AG, Herisau, Switzerland; length 250 mm, diameter
.0 mm) as separation column. The carbonate eluent consist-
ng of 3.2 mmol L−1 Na2CO3 and 1.0 mmol L−1 NaHCO3 was
repared by dissolution of the appropriate weighed solid com-
ounds (p.a., Merck, Darmstadt, Germany). The eluent flow was
onstant at 0.7 mL min−1. The suppressor module was regen-
rated with 0.05 mol L−1 H2SO4 (Titrisol, Merck, Darmstadt,
ermany) and subsequently washed with water (18 M�, Seral,
ansbach-Baumbach, Germany). Sample and standard solu-

ions were purified from silicon by using of SPE-H+-cartridge
Alltech Grom GmbH, Rottenberg-Hailfingen, Germany). The
nalysis was carried out at 20 ◦C, a sensitivity of 250 �S cm−1

nd an injection volume of 20 �L.
For nitrate analysis, the calibration of the ion chromatograph
as performed by standards prepared from a 0.1 mol L−1 HNO3
olution (Titrisol, Merck, Darmstadt, Germany) with nitrate con-
ents between 3.1 and 12.4 mg L−1 nitrate. The titer of the used
NO3 solution was steadily determined by titration with NaOH

d
u
M
a
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olution (prepared from ampoules, Titrisol, Merck, Darmstadt,
ermany). The linear range of nitrite determination ranges up to
4.8 mg L−1 and a detection limit of 0.17 mg L−1 was calculated
or the given conditions. Total fluoride analysis is performed
rom neutral sample solutions. Calibration standards with fluo-
ide contents between 3.0 and 11.5 mg L−1 were prepared from

fluoride standard solution (1 g L−1 fluoride (NaF), Merck,
armstadt, Germany). For the method results a detection limit
f 0.08 mg L−1 and a linear range up to 13.4 mg L−1.

In preliminary examinations, the methods of nitrate and flu-
ride determination were validated with respect to stability,
inearity, and recovery by the defined addition of diluted HNO3
for nitrate validation) and HF as well as NaF (for fluoride val-
dation) and alternatively by standard solutions of nitrate and
uoride, respectively, to the synthetic etch bath mixtures. Dif-
erent amounts of the added standards were chosen in order to
over the maximum range of the linear region of the calibration
urves. The mean recovery of the added standards for both ions
mounts to (100.8 ± 1.2)%. Major error source is the tolerance
f the used automatic pipette (volume of 100–1000 �L) used to
repare the second dilution by factor 200. Including the toler-
nce a real dilution factor of 200 ± 6 results. This can be avoided
y weighing the samples for dissolution, however, this effort in
andling is unrealistic for a practical application in industry.

.3. Methods

.3.1. Determination of the total fluoride and the nitrate
oncentration

Sample analysis starts by weighing of 0.5 mL etch solution
nd filling up to 200 mL in a volumetric flask. Thereafter, the
ample was diluted by a factor of 200 and injected into the ion
hromatograph.

.3.2. H2SiF6 and HF contents
The etch solution was diluted to a final silicon concentration

lose to 3 mg mL−1. A 410 mg KCl (p.a., Merck, Darmstadt,
ermany) were weighed in a polyethylene beaker and 5 mL
f the diluted sample solution were added followed by the
ddition of 40 mL ethanol after the completed dissolution of
Cl. The beaker was covered with parafilm “M” (Laboratory
lm, Pechiney plastic packaging, Chicago, USA) and cooled to
–8 ◦C for at least 2 h.

.3.2.1. Determination of the H2SiF6 content from the K2SiF6
recipitate. The filtrate was separated from the precipitate by
acuum filtration using a hard filtering paper. For a complete
eparation the filtrate was collected and passed again into the
ltration procedure for three to four times. Finally, the precipitate
as washed with 10–15 mL ethanol for three times and the wash

olution was added to the filtrate.
The K2SiF6 precipitate and the filtering paper were trans-

erred into an Erlenmeyer flask, 100–150 mL water, and three

rops of phenolphthalein were added. The solution was heated
ntil boiling and titrated with 0.1 mol L−1 NaOH (Titrisol,
erck, Darmstadt, Germany) until the turn of color around
pH of 9. Then, the solution was transferred into a 250 mL
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Table 1
HNO3 content in series 1 and 2 obtained by ion chromatography (method 3) (m denotes the number of analyses)

Series 1 Series 2

Sample w(HNO3) initial (mg g−1) w(HNO3) analyzed (mg g−1) m Recovery (%) Sample w(HNO3) analyzed (mg g−1) m

S1-A 212.7 208.2 ± 0.1 2 97.9 S2-A 197.6 ± 0.2 2
S1-B 214.5 209.4 ± 0.3 2 97.6 S2-B 179.1 ± 0.1 2
S1-C 210.1 208.0 ± 0.1 2 99.0 S2-C 170.2 ± 0.1 2
S1-D 206.1 203.7 ± 0.1 2 98.9 S2-D 139.0 ± 0.2 2
S 2 98.4 S2-E 131.4 ± 0.1 2
S 2 97.3 S2-F 133.3 ± 0.4 2
S 2 99.6 S2-G 122.4 ± 0.1 2
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yet unknown. Ion chromatography and the CHA titration based
method agree within 3% by neglecting the unexplained high
value in sample S2-F, In general, the relative uncertainty of
method 3 is much smaller than those of the two other methods.
1-E 203.9 200.6 ± 0.3
1-F 201.4 196.0 ± 0.1
1-G 197.2 196.3 ± 0.1

olumetric flask and filled up. Particles were separated by
embrane filtration (single-filter-Chromafil PET-45/25; pore

iameter 0.45 �m, Macherey-Nagel GmbH & Co. KG, Düren,
ermany). For analysis, an aliquot of this solution was diluted by

actor 50.

.3.2.2. Determination of the HF content in the filtrate. The
ltrate was adjusted to an alkaline pH of approx. 8.9 by titra-

ion with NaOH in presence of phenolphthalein and filled up
o 250 mL. The factor for the second dilution, from which an
liquot is injected into the ion chromatograph, depends on the
uoride content of the sample and on the calibrated fluoride con-
entration range of the ion chromatograph. A factor of 200 is
he most common value.

.3.2.3. Total fluoride content. A volume of 0.5 mL concen-
rated sample solution was weighed into a polyethylene beaker,
lled up to 150 mL water and titrated with NaOH solution in
resence of phenolphthalein until the turn of color. The titrated
ample solution was transferred into a 250 mL volumetric flask
nd filled up. Following, an aliquot of this solution was diluted
y factor of 50 for the injection into the chromatograph.

. Results and discussion

.1. Determination of HNO3 content

The calculation of the HNO3 content from the nitrate ion
oncentration is only possible if the etch solution is free of any
issolved metals. The results for series 1, prepared by the dis-
olution of SiO2 in a HF–HNO3 mixture, are given in Table 1.
he recovery is calculated with respect to the initial HNO3 since

t is not consumed by the dissolution of SiO2. Fig. 1 compares
hese results with those obtained by the titration in non-aqueous

edia using cyclohexylamine in methanol as titrant (method 1)
nd by a combined method based on the measurement of the
otal fluoride content using a F-ISE (method 2) [8]. The proce-
ure of method 2 gives values that are significantly below the
nes of the two other methods due to the propagation of uncer-
ainty using different experimental values to calculate the final

ontent. Best recoveries to the initial HNO3 contents are found
or the CHA titration and the ion chromatography method. Apart
rom the samples S1-C and S1-D, the results of both methods
gree within 3.5%.

F
s

ig. 1. Summary of all developed methods to determine the HNO3 content in
ample series 1.

The right hand side of Table 1 displays the analytical results
f series 2, in which HNO3 is consumed by the dissolution of
ilicon. The comparison with the other methods in Fig. 2 fol-
ows the same trend as found for series 1. In contradiction to
eries 1, method 2 gives values with a much better agreement
o the ones of the both other methods. The reason for this is
ig. 2. Summary of all developed methods to determine the HNO3 content in
ample series 2.
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Table 2
H2SiF6 content in series 1 obtained by ion chromatography from the K2SiF6 precipitate (m denotes the number of analyses)

Sample w(Si) initial (mg g−1) w(Si) analyzed (mg g−1) m Recovery (%) w(H2SiF6) (mg g−1)

S1-A 10.2 10.5 ± 0.3 7 102.1 53.7 ± 1.1
S1-B 17.6 17.5 ± 0.1 3 99.4 89.7 ± 0.4
S1-C 23.8 23.6 ± 0.1 3 99.2 121.2 ± 0.1
S1-D 29.9 29.1 ± 0.1 3 97.1 149.0 ± 0.7
S 3 97.3 181.1 ± 0.5
S 3 96.2 207.2 ± 0.7
S 5 94.7 232.4 ± 4.5
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equivalent in their performance to analyze the silicon content in
etch bath solutions. Furthermore, these series show that losses
of silicon during the dissolution cannot be avoided neither by
1-E 36.3 35.3 ± 0.1
1-F 42.0 40.4 ± 0.1
1-G 47.8 45.3 ± 0.9

his is simply achieved by a direct measurement of the nitrate
on concentrations in the sample solutions instead of their calcu-
ations involving different analytical values and the unavoidable
ropagation of uncertainty.

.2. Determination of H2SiF6 content by precipitation as
2SiF6

Due to strong interferences between H2SiF6 and the other
resent acids, H2SiF6 needs to be completely removed from the
ample solution in order to obtain reliable analytical results. This
nterference is attributed to the complex and yet not fully under-
tood speciation of H2SiF6 in the presence of HF and/or HNO3
ielding to silicon–fluorine solution species with a molar com-
osition that significantly differs from H:Si:F = 2:1:6 [9–11].

The removal of H2SiF6 is carried out according to Eq. (2) by
recipitation of K2SiF6 from the sample in ethanolic solution
nd in the cold using KCl as precipitant.

KCl(s) + H2SiF6(aq) → K2SiF6(s) + 2HCl(aq) (2)

KCl has to be added in a high excess to facilitate a complete
recipitation according to the law of mass action. Due to its low
olubility in ethanol excessive KCl precipitates during the addi-
ion of ethanol and promotes the crystallization of K2SiF6. After
ltering, washing, and dissolution in water NaOH is added until
pH of around 9 (phenolphthalein indicator). The reaction of the
iF6

2− anion, simplified described by Eq. (3), delivers free flu-
ride ions which are measured by ion chromatography. Finally,
he measured fluoride content is converted into the content of

2SiF6.

2SiF6(s) + 4OH−(aq)

→ Si(OH)4(aq) + 2K+(aq) + 6F−(aq) (3)

The analytical results for series 1 are shown in Table 2. Reli-
bility and validity of the developed procedure are underlined in
ig. 3 by the comparison with the results obtained by methods
and 2 [8].
Table 3 and Fig. 4 summarize the results for sample series

and show again the validity of the developed precipitation
ethod. However, samples S2-F and S2-G are of special interest.

oth samples are supersaturated with respect to silicon resulting

n a molar Si:F ratio of less than 1:6 (the lowest reported ratio is
:4.5 [9]). Precipitation from such solutions gives only K2SiF6
egardless the degree of supersaturation.

F
s

ig. 3. Summary of all developed methods to determine the H2SiF6 content in
ample series 1.

The silicon contents determined by ion chromatography after
2SiF6 precipitation are in reasonable agreement of less than
.5% to the results of the aqueous acid–base titration. Exceptions
f larger deviation are found only for the samples S1-A (4.5%)
nd S2-A (3.2%). The relative uncertainties from the aqueous
cid–base titration and ion chromatography after K2SiF6 precip-
tation are comparable so that both methods are considered to be
ig. 4. Summary of all developed methods to determine the H2SiF6 content in
ample series 2.
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Table 3
H2SiF6 content in series 2 obtained by ion chromatography from the K2SiF6 precipitate (m denotes the number of analyses)

Sample w(Si) initial (mg g−1) w(Si) analyzed (mg g−1) m Recovery (%) w(H2SiF6) (mg g−1)

S2-A 11.3 11.6 ± 0.1 4 102.7 59.6 ± 0.5
S2-B 22.3 22.4 ± 0.1 3 100.2 114.8 ± 0.4
S2-C 33.3 32.7 ± 0.1 3 98.4 167.9 ± 0.6
S2-D 44.0 43.9 ± 0.3 3 99.8 225.3 ± 1.6
S2-E 55.4 54.4 ± 0.2 2 98.2 279.1 ± 1.2
S2-F 57.8 57.0 ± 0.3 3 98.5 292.4 ± 1.4
S2-G 61.7 58.1 ± 0.3 3 94.1 298.1 ± 1.3

Table 4
Total fluoride content in sample series 1 and 2 measured by ion chromatography (m denotes the number of analyses)

Series 1 Series 2

Sample w(F−) initial
(mg g−1)

w(F−) analyzed
(mg g−1)

m Recovery
(%)

Sample w(F−) initial
(mg g−1)

w(F−) analyzed
(mg g−1)

m Recovery
(%)

S1-A 249.6 242.7 ± 0.1 2 97.3 S2-A 253.1 241.4 ± 1.8 8 95.4
S1-B 242.9 236.0 ± 0.4 2 97.1 S2-B 250.2 247.2 ± 0.1 2 98.8
S1-C 240.0 236.2 ± 0.5 2 98.4 S2-C 248.3 236.0 ± 0.3 4 95.0
S1-D 236.18 229.8 ± 0.4 2 97.3 S2-D 247.0 245.7 ± 0.4 2 99.5
S1-E 232.6 227.8 ± 0.1 2 97.9 S2-E 242.5 229.9 ± 4.3 8 94.8
S S
S S

t
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1-F 229.0 222.8 ± 0.6 2 97.3
1-G 225.5 221.5 ± 0.4 2 98.2

he use of silicon nor by SiO2 nor by the choice of mild reaction
onditions.

.3. Determination of total fluoride content

The total fluoride content needs to be measured to calculate
he content of HF. Table 4 summarizes the analytical results
or series 1 and 2. In both cases, a significant loss due to
ample preparation had occurred, even if the dissolution pro-
esses were carried out very slowly. Particularly, the dissolution
f silicon in HF–HNO3 mixtures seems to be very arbitrarily
ffected.
.4. Determination of HF content

Finally, the HF content in etch solutions is determined by two
ifferent ways:

i
s
t
t
c

able 5
F content in sample series 1 and 2 measured in the filtrate of the K2SiF6 by ion c

ontent and the fluoride content bound as K2SiF6 (m denotes the number of analyses

eries 1

ample Filtrate (route a) Calculated (route b)

w(HF) (mg g−1) m w(HF) (mg g−1)

1-A 209.8 ± 4.4 3 210.9 ± 1.1
1-B 173.1 ± 1.3 3 173.8 ± 0.6
1-C 145.0 ± 0.6 3 147.7 ± 0.6
1-D 120.1 ± 2.3 2 117.9 ± 0.7
1-E 90.5 ± 1.3 3 89.0 ± 0.4
1-F 62.1 ± 0.8 5 62.0 ± 0.8
1-G 39.7 ± 1.0 5 39.6 ± 3.8
2-F 240.9 232.9 ± 1.9 10 96.7
2-G 240.4 237.3 ± 0.3 2 98.7

Route a: by chromatographic determination of the fluoride
ion concentration in the filtrate of the K2SiF6 precipitation or
Route b: as the difference between the total fluoride content
and the fluoride content bound in the K2SiF6 precipitate.

Table 5 shows a remarkable agreement between the HF con-
ents directly measured in the filtrate of the K2SiF6 precipitation
route a) and the calculated values according to route b. The etch
ixture analysis based on ion chromatography and precipitation

ives the most uniform results compared to the other methods.
The results of series 2 in Table 5 shows clearly that the disso-

ution of silicon in HF–HNO3 mixtures is affected from arbitrary
nfluences as mentioned already in Sections 3.2 and 3.3. Even if

ilicon is dissolved in small portions and at 1 ◦C to slow down
he reaction rate, considerable losses of SiF4 are inevitable. Fur-
hermore, it becomes obviously that Eq. (1) is not applicable to
alculate the theoretical amount of remaining free HF after the

hromatography and calculated from the difference between the total fluoride
)

Series 2

Sample Filtrate (route a) Calculated (route b)

w(HF) (mg g−1) m w(HF) (mg g−1)

S2-A 199.8 ± 2.4 7 204.5 ± 2.0
S2-B 167.1 ± 5.8 3 164.7 ± 0.3
S2-C 107.5 ± 0.7 3 108.6 ± 0.6
S2-D 66.7 ± 0.6 3 71.0 ± 1.4
S2-E 15.7 ± 0.4 4 9.6 ± 4.6
S2-F 8.5 ± 0.1 3 1.7 ± 2.4
S2-G 1.5 ± 0.1 3 1.5 ± 1.2
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Fig. 5. Summary of all developed methods to determine the HF content in sample
series 1.
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ig. 6. Summary of all developed methods to determine the HF content in sample
eries 2.

issolution of HF. The difference between the theoretical and the
easured values becomes as larger as more silicon is dissolved.
Figs. 5 and 6, comparing the results of the HF content anal-

sis by the applied methods, show a satisfying agreement in the
etermination of the total HF concentration, as long as the con-
ent is not too low (S2-E) or the solutions are not over-saturated
ith silicon (S2-F and S2-G). The samples S2-E to S2-G mark

he limits of the developed methods. They are characterized by a
ery low content of HF, furthermore, the samples S2-F and S2-G
re supersaturated with silicon. The CHA titration method fully
ails to analyze the HF content in these samples. It seems, that
ethod 2 and the ion chromatographic method are more suit-

ble to analyze such solutions. However, any statement about
ccuracy and precision have to be omitted, since these solution
re lying outside the capabilities of the applied methods.

. Conclusions
The present study compared three different methods for the
hemical analysis of the etch bath constituents HF, HNO3, and
2SiF6 by a non-aqueous titration-based method (method 1),

[

[

72 (2007) 1540–1545 1545

y a combination of a titration in a non-aqueous media and F-
SE (method 2), and an ion chromatography method (method 3).
elated to the both other methods, the ion chromatography pro-
edure allows a direct determination of the ion concentrations
ith lesser efforts and, hence, much lesser costs. Furthermore,

he analytical results show lower uncertainties because they arise
rom the method and the sample preparation only. In contrast,
he individual etch bath constituents in the two other methods
re not directly measured and obtained only from calculations
nvolving at least two other experimentally obtained values. The
ropagation of uncertainty leads then to quite high-observed
ncertainties. The results show clearly that the analysis by ion
hromatography should be preferred for the analysis of etch
ath solutions. However, the decision which of the developed
ethod is applicable in practice depends on various other fac-

ors like available manpower, the demanded precision of the
nalytical results, the investment costs, and finally, whether a
anual analysis should be replaced by an automated procedure.
Both, the present and the previous studies describe three com-

lex procedures to analyze HF–HNO3–H2SiF6 mixtures. The
ajor challenge is the not fully understood speciation of H2SiF6

n presence of the two other acids [11]. As consequence, the
eveloped methods are focused either to the prevailing stabi-
ization of the SiF6

2− anion or to its full cleavage. However,
oth studies show clearly that the precision of the results and
he obtained recoveries are sufficiently only for technical appli-
ation but not for a deep scientific understanding of the H2SiF6
peciation.
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[2] I. Röver, K. Wambach, W. Weinreich, G. Roewer, K. Bohmhammel, Pro-
ceedings of the 20th EU-PVSEC, Barcelona, 2005, pp. 899–902.

[3] W. Weinreich, Diploma Thesis, Freiberg University of Mining and Tech-
nology, Freiberg, Germany, 2005.

[4] H. Robbins, B. Schwartz, J. Electrochem. Soc. 106 (1959) 505–508.
[5] M. Steinert, J. Acker, A. Henßge, K. Wetzig, J. Electrochem. Soc. 152

(2005) C843–C850.
[6] M. Steinert, J. Acker, M. Krause, S. Oswald, K. Wetzig, J. Phys. Chem. B

110 (2006) 11377–11382.
[7] A. Henßge, J. Acker, C. Müller, Talanta 68 (2006) 581–585.
[8] A. Henßge, J. Acker, Talanta, submitted for publication.

[9] K. Kleboth, Monatsh. Chem. 99 (1968) 1177–1185.
10] C.E. Shuchart, D.C. Buster, Proceedings of the International Symposium

on Oilfield Chemistry, San Antonio, Society of Petroleum Engineers, vols.
14–17, Richardson, TX, 1995, pp. 305–316.

11] E.T. Urbansky, Chem. Rev. 102 (2002) 2837–2854.



A

d
n
w
c
h
r
m
T
m
©

K

1

p
l
a
i
i
a
r
c
m
b
p
c
i
c

0
d

Talanta 72 (2007) 1239–1247

Novel reactions for simple and sensitive spectrophotometric
determination of nitrite

Riyad Ahmed Al-Okab, Akheel Ahmed Syed ∗
Department of Studies in Chemistry, University of Mysore, Manasagangothri, Mysore 570006, India

Received 2 October 2006; received in revised form 8 January 2007; accepted 8 January 2007
Available online 17 January 2007

bstract

Nine spectrophotometric methods based on new reactions for the determination of tracer amounts of nitrite in environmental samples were
eveloped. Replacement of toxic reagents was explored to attain the standards of clean chemistry. These methods utilize two classes of compounds
amely; phenoxazines and sulphonamides, the well established drugs in the presence of limited amounts of hydrochloric acid. The methods
ere based on the oxidation of sulfanilamide (SAA), sulfadoxine (SDX) or sulfamethoxazole (SMX) by nitrite in hydrochloric acid medium and

oupling with phenoxazine (PNZ), 2-chlorophenoxazine (CPN) or 2-trifluoromethylphenoxazine (TPN) which yielded red colored derivatives
aving an absorbance maximum in the range 530–540 nm and were stable for about 4 h. Beer’s law was obeyed for nitrite in the concentration
ange 0.13–1.60 �g mL−1. The reaction conditions and other important analytical parameters were optimized to enhance the sensitivity of the

ethods. Interference if any, by non-target ions was also investigated. The methods were applied determining nitrite in environmental samples.
he performance of these methods were evaluated in terms of Student’s t-test and variance ratio F-test to find out the significance of proposed
ethods over the reference spectrophotometric method.
2007 Published by Elsevier B.V.
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. Introduction

The monitoring of nitrite in environmental samples is being
racticed by most health authorities’ world wide, with legis-
ation being levied on its permissible levels in drinking water;
t present the maximum contamination level in drinking water
s 1 �g mL−1 [1]. Excessive concentration of nitrite in drink-
ng water could be hazardous to health, especially for infants
nd pregnant women. Nitrite oxidizes iron in hemoglobin of the
ed blood cells to form methemoglobin, which loses its oxygen
arrying ability. This creates the condition known as methe-
oglobinemia [2]. Nitrite has also direct impact on the health

ecause of its reaction with amines or amides in human body to
roduce different types of nitrosamines, which are very powerful

arcinogens [3]. Therefore, elucidation of nitrite concentration
s desirable from the stand point of environmental analytical
hemistry.
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al samples

Environmental analytical chemistry contributes significantly
o the growth of environmental responsibility for sustainable
evelopment through environmental monitoring. This has been
ossible due to the advances in analytical techniques which
nable the study of toxicants and their role in environmental
ollution. Nowadays, analytical methodologies are well estab-
ished for environmental monitoring. However, a paradoxical
ituation has emerged as majority of the analytical methods
mployed to investigate environmental problems generate chem-
cal wastes, which contribute to environmental pollution [4]. In
ome situations, the chemicals employed are more toxic than
he species being monitored. As a consequence, some envi-
onmental analytical chemists are focusing this work on the
evelopment of methodologies less harmful to human and to
he environment. Nowadays, in the development of a new ana-
ytical method or a procedure the amount and toxicity of the
eagents used and of the wastes produced are as important as

ny other analytical feature. For example, the analytical method
ased on Griess diazo-coupling reaction with sulfanilamide and
-(1-napthyl)ethylenediamine hydrochloride (NEDA) yielding
n azo dye is a well established procedure for environmental
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Table 1
Analytical features of some spectrophotometric (Griess diazo-coupling reaction) methods used for the determination of nitrite

Reagent λmax nm Beers law
range (�g/mL)

Molar absorptivity
(L mol−1 cm−1)

Reaction
time (min)

Remarks Ref.

p-Nitroaniline+2-methyl-8-
quinolinol

585 0.002–0.400 4.72 × 104 3 Most cations and anions
interfered

[18]

P-Aminophenylmercaptoacetic
acid + NEDAa

565 0.02–0.80 4.65 × 104 15 Time consuming [19]

4-(1-Metyl-1- mesitylcyclobutan-
3-yl)-2-aminothiazole + n,n
dimethyl aniline

482 0.05–2.00 2.03 × 104 15 pH-dependent, time
consuming and extractive

[20]

p-Nitroaniline + 8-quinolinol 550 0.01–0.06 5.85 × 104 10 pH-dependent and
extractive

[21]

Sulfanilic acid + 1-naphthol 418 0.02–0.87 1.70 × 104 20 pH-dependent and time
consuming

22

Sulfanilamide + ethyl
acetoacetate

356 0.20–3.00 1.22 × 104 7 Fe3+ interferes and less
sensitive

[23]

p-Nitroaniline + diphenylamine 500 0.05–0.80 1.43 × 104 11 Time consuming and less
sensitive

[24]

p-Aminobenzioc acid + NEDA 550 0.05–1.20 2.74 × 104 5 Fe2+, Fe3+ interfere and
less sensitive

[25]

Acetyl acetone + p-nitroaniline 490 0.05–1.40 3.20 × 104 9 Fe3+, Cu2+ and Co2+

interfere
[26]

P 48 ×

m
u
t
t

roposed methods 540 0.13–1.00 3.

a N-(1-naphthyl)ethylenediamine dihydrochloride.
onitoring of nitrite. Paradoxically, this analytical methodology
ses reagent(s) or generates chemical wastes, which are more
oxic than the species being monitored [5]. As a consequence,
he analytical methods with high performance but which are not

e
g
a
C

Fig. 1. Structures of sulfonam
104 2
nvironmentally friendly are not acceptable. Hence, there is a
reat need to develop methods which are less harmful to human
nd to the environment—1 of the 12 basic principles of Green
hemistry [6].

ides and phenoxazines.
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Fig. 2. General reaction mechanism proposed for spectrophotom

Various techniques developed so far for the determination
f nitrite in environmental samples include: chromatogra-
hy [7–10], electroanalytical [11–13] and optical techniques
14–16]. Among the optical techniques, simple methods based
n UV–vis spectrophotometry have become an accepted ana-
ytical tool for the determination of nitrite in environmental
amples.

Visible spectrophotometric methods are convenient, sensitive
nd are relatively inexpensive. These methods employ different
outes for determination of chromogen produced [17–29]. Most
f the spectrophotometric procedures for nitrite determination
re based on diazo-coupling reaction resulting in dye forma-
ion and these are characterized by high sensitivity, but often
ave drawbacks of pH dependence, diazotization temperature
nd coupling time. Besides, these procedures often use large
ample volumes of carcinogenic reagent(s), which makes it out-
ide of the standards of clean chemistry [30]. A comparison
f a few selected procedures; their spectral characteristics and
rawbacks are enumerated in Table 1.

With the objective of utilizing the non-toxic chemicals
hich is a ‘control exercise’ for the formation of hazardous

ubstances, nine novel oxidative coupling reactions using phe-
oxazines as new class of spectrophotometric chromogens and
ulphonamides as new class of electrophilic coupling reagents
Fig. 1) for the determination of nitrite to yield red color deriva-
ives have been developed and these have been shown in Fig. 2.
ased on this, highly sensitive, selective and rapid methods were
eveloped and applied for the determination of nitrite in envi-

onmental samples. Besides, the reagents offer clear advantages
ver the chromogenic reagents currently used for the purpose
nd the procedures show positive feature over the reference
ethod, which necessary involve multiple steps and have draw-

a
s
o
w

determination of nitrite using phenoxazines and sulphonamides.

ack of pH dependence, diazotization temperature and coupling
ime.

. Experimental

.1. Reagents

Sulfanilamide (SAA), sulfadoxine (SDX) and sulfamethox-
zole (SMX) are gift samples from SmithKline Beecham, India
ere used as received. Sodium nitrite (Ranbaxy, India) PNZ

Aldrich) were used without further purification. CPN and TPN
ere synthesized as per the procedures [31,32]. All reagents used
ere of analytical grade chemicals unless specified otherwise.
Stock sodium nitrite solution, 2.176 × 10−2 M (1000 �g

itrite mL−1) in 1000 mL volumetric flask was prepared by dis-
olving 1.50 g sodium nitrite (predried at 110◦C for 4 h) in water.

small amount of sodium hydroxide to prevent nitrite decom-
osition and a few drops of chloroform to prevent bacterial
rowth were also added. Required standard solution of (10 �g
itrite/mL) was prepared by diluting 10 mL of standard sodium
itrite solution to 1000 mL with water.

Stock solutions (0.025%, w/v) of PNZ, CPN and TPN were
repared by dissolving 25 mg of each in distilled ethyl alcohol
nd diluting quantitatively to 100 mL with distilled ethyl alcohol.
olutions (0.25%, w/v) of SAA, SDX and SMX were prepared
y dissolving 250 mg each of them and diluting quantitatively to
00 mL with water. One molar hydrochloric acid (20 mL) was
dded during the preparation of sulfadoxine and sulfamethox-

zole to increase its solubility. Two molar hydrochloric acid
olution was prepared by diluting quantitatively 176.99 mL
f 35% HCl (Merck, Germany) to 1 L with distilled
ater.



1242 R.A. Al-Okab, A.A. Syed / Talanta 72 (2007) 1239–1247

Table 2
Spectral data for determination of nitrite using sulphonamides as electrophilic coupling agents and phenoxazines as chromogens

Parameters PNZ CPN TPN

SAA SDX SMX SAA SDX SMX SAA SDX SMX

Color Red Red Red Red Red Red Red Red Red
λmax (nm) 540 540 540 530 530 530 530 530 530
Stability (h) 4 4 4 4 4 4 4 4 4
Beer’s law (�g mL−1) 0.13–1.00 0.15–1.10 0.20–1.30 0.20–1.10 0.23–1.20 0.19–1.10 0.30–1.60 0.40–1.60 0.31–1.00
Recommended ion

concentrationa (�g mL−1)
0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50

Molar absorptivity
(L mol−1 cm−1) × 104

3.48 3.30 2.86 2.67 2.38 2.57 1.60 1.30 1.40

Sandell’s sensitivity
(�g cm−2)

0.0013 0.0014 0.0016 0.0017 0.0019 0.0018 0.0029 0.0035 0.0031

Detection limit (�g mL−1) 0.08 0.08 0.17 0.09 0.10 0.09 0.12 0.20 0.06

Regression equationb

Slope (a) 0.772 0.219 0.046 0.045 0.045 0.128 0.496 0.381 0.772
Intercept (b) −0.012 −0.006 −0.005 0.007 −0.017 −0.006 −0.107 −0.070 −0.012
Correlation coefficient 0.9920 0.9985 0.9990 0.9890 0.9980 0.9964 0.9890 0.9880 0.9920
Reaction time (min) 2 2 2 2 2 2 2 2 2
RSDc% (n = 7) 0.37 0.22 0.25 0.25 0.42 0.62 0.56 0.32 0.73
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Almost middle of the Beer’s law range.
b y = ax + b where x is the concentration of nitrite in �g mL−1.
c Relative standard deviation.

.2. Apparatus

Specord 50 UV–vis spectrophotometer with 1.0-cm silica
uartz matched cell was used for measuring the absorbance.

.3. General procedure

To a series of 25 mL calibrated flasks; 2 mL of SAA,
DX or SMX (0.25%, w/v) reagent, nitrite solution, 1 mL
f PNZ, CPN or TPN (0.025%, w/v) and 1 mL of 2M HCl
ere added and the mixture shaken thoroughly and allowed

o stand for 5 min and the volume was made up with water.
bsorbance at 540 nm for PNZ–SAA/SDX/SMX and at 530 nm

or CPN/TPN–SAA/SDX/SMX methods were measured in 1.0-
m quartz cell against reagent blank which was prepared without
itrite.

.4. Interference

The selectivity of the proposed methods was studied by the
ffect of various chemical species on the determination of nitrite.
he tolerance limit was defined as the concentration of added ion
ausing less than ±3% relative error for the nitrite determination.

. Results and discussion

The optical characteristics for the determination of nitrite
ith PNZ, CPN and TPN using SAA, SDX and SMX are detailed

n Table 2. Phenoxazine is an isolog of phenothiazine and is

nown since 1887. It is a part of the chemical structure of
ctinomycin D, which is known to exert intensive anticancer
ctivity on malignant tumors in children [33] and is reported
o be more potent and less toxic chemosensitizer [34]. Phe-

s
b
t
g

oxazine derivatives exist in neutral form, as monocations, as
ications and even as trications depending on the environment
35]. Their molecular structure and luminescent properties have
een studied to a great extent [36]. Besides, they have impres-
ive applications as biological stains [37], as laser dyes [38] and
s redox indicators [39]. Phenoxazine derivatives are nervous
ystem depressants particularly with sedative, antiepileptic, tran-
uillizing activity [40] spasmalytic activity [41] antitubercular
ctivity [42] and anthelmentic activity [43]. In recent years phe-
oxazine derivatives are reported to be potential chromophoric
ompounds in host–guest artificial photonic antenna systems
44].

The sulphonamides are analogues of p-aminobenzoic acid
nd are known since 1932. Though a large number of
ulphonamides are synthesized and reported in the literature,
nly about two dozens of them have been used in clinical practice
45]. They differ only slightly in their antimicrobial activity but
ary greatly in their pharmacokinetic properties, or rate of excre-
ion. Accordingly, they are classified as short-, medium-, long-
nd ultra-long acting drugs [46]. Sulfanilamide (SAA) belongs
o short-acting, sulfamethoxazole (SMX) medium-acting and
ulfadoxine (SDX) ultra-long acting sulphanomides.

Electrophilic coupling reaction has attracted considerable
ttention for quantitave analysis of many environmental active
ompounds [47,48]. In the present investigations SSA, SDX
r SMX is oxidized quantitatively by nitrite ions and coupled
ith PNZ, CPN or TPN to form red color. A general reaction
echanism proposed is prescribed in Fig. 2.
The standard method for the determination of nitrite in water
amples uses the reddish purple azo dye produced at pH 2.0–2.5
y coupling diazotized sulfanilamide with NEDA. The aim of
his study was to avoid diazotisation reaction to make the method
reener. Consequently, we have exploited the quantitative prop-
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Table 3
Tolerance limits of some diverse ions on the reaction of nitrite (0.5 �g mL−1)
with sulfanilamide using phenoxazinea

Foreign ions Tolerance limit
(�g mL−1)

Na+, Mg2+, Al3+, Zn2+, Pb2+, Bi2+, K+ 100
EDTA, F−, Br−, Bi3+, Ba2+, Ti4+ 200
NO3

−, Cl−, Br−, SO4
2−, NH4

+, CO3
2−, Cu2+ 50

Fe3+ 0.5
Chloramine T, Chloramine B 1.0
Cl2 0.2
S2− 50
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stable for about 4 h. Increase in the temperature decreased the
intensity of the red color. Hence, 2 min reaction at room temper-
ature was sufficient for the routine analysis.
O3
−, IO4

−, BrO3
− 0.4

a Similar results were found with other proposed methods.

rty of nitrite to oxidize sulfanilamide and subsequently couple
ith phenoxazines to yield red color which forms the basis for

pectrophotometric determination.
The following experiments were carried out to prove this

oint: the diazotized sulfanilamide was made to react with phe-
oxazine instead of NEDA which did not develop any color.
lternatively, instead of nitrite, chloramine-T was used to oxi-
ize sulfanilamide and subsequently coupled with phenoxazine,
hich developed red color. These experiments confirmed that

he proposed reactions were not based on conventional dia-
otization reaction; instead, they followed an alternate route
o produce color based on oxidative electrophilic coupling
eactions.

Key parameters that influenced the performance of the
ethod were studied to arrive at the optimum working configu-

ations. All the data given and %RSD in the optimization steps
or both physical and chemical parameters are the mean values
rom successive determinations. All the optimization steps were
arried out with a chosen nitrite concentration as mentioned in
able 2. The effects of possible interference and the maximum

olerable concentration are given in Table 3.

.1. Wavelength determination

In order to have minimum interferences, it was necessary
o identify optimum wavelength for nitrite determination in the

ethod. This wavelength must be specific for the quantitative
nd specific monitoring of the nitrite SAA, SDX or SMX-PNZ,
PN or TPN. The wavelength of maximum absorbance was

dentified by scanning the product of nitrite–PNZ–SAA, SDX
r SMX, nitrite–CPN–SAA, SDX or SMX and TPN–SAA,
DX or SMX over the range 300–800 nm with a specord 50
V–vis spectrophotometer. A wavelength of 530, 540 and
40 nm, respectively, was found optimum for getting best results
Figs. 3 and 4).

.2. Effect of reagents and acid concentration
The effect of PNZ, CPN and TPN reagents was studied in the
ange 0.10–10.00 mL (0.025%, w/v) solution of each to achieve
he maximum color intensity; volume of 0.50–3.00 mL of the
olution gave good result. Hence, 1 mL (0.025%, w/v) PNZ,

F
c

ig. 3. Absorption spectra of phenoxazine–sulfanilamide complex at different
oncentrations of nitrite.

PN and TPN solution in 25 mL standard flask was selected
or further studies, under optimized conditions. The maximum
ntensity of the red color was achieved in hydrochloric acid

edium.
Preliminary investigations showed that hydrochloric acid was

etter than sulphuric, phosphoric or acetic acid. Maximum inten-
ity of the red color was achieved in the range of 1–6 mL of 2 M
Cl. Therefore, 1 mL of 2 M HCl in 25 mL was used for getting

he best results.
Similarly, the same procedure was adopted to ascertain the

mount of SAA, SDX and SMX required for getting constant
nd maximum color intensity. It was found that 0.50–3.00 mL
f the solution were needed to get good result. Hence, 1 mL of
0.25%, w/v) SAA, SDX or SMX solutions is sufficient to get
eproducible results.

Experiments were carried out to optimize temperature and
ime of the reaction. It was found that the maximum color devel-
ped within 2 min at room temperature and remained almost
ig. 4. Absorption spectra of phenoxazine–sulfadoxine complex at different
oncentrations of nitrite.
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Table 4
Determination of nitrite in different environmental samples using SAA and PNZ

Sample Nitrite added
(�g/mL)

Proposed method Reported method [29]

Nitrite recovered
(�g/mL)

Recovery% ±
RSDa

Nitrite recovered
(�g/mL)

Recovery% ±
RSDa

t-Valueb F-valuec

Lake water 0.300 0.290 97.00 ± 0.59 0.229 99.70 ± 0.51 1.68 2.30
0.500 0.490 98.00 ± 0.25 0.502 100.4 ± 0.31 1.09 1.90

Tap water 0.300 0.310 97.00 ± 0.50 0.301 100.3 ± 0.62 2.10 3.10
0.500 0.501 100.2 ± 1.20 0.499 99.40 ± 0.91 1.54 2.90

Mineral water 0.300 0.305 102.0 ± 0.54 0.298 99.30 ± 0.37 1.88 4.10
0.500 0.498 99.60 ± 0.75 0.497 99.40 ± 0.57 1.21 2.80

Well water 0.300 0.303 101.0 ± 0.34 0.302 100.7 ± 0.61 1.47 3.90
0.500 0.508 101.8 ± 0.83 0.501 100.2 ± 0.78 2.10 1.70

Manured garden soil 0.300 0.310 97.00 ± 0.40 0.290 97.00 ± 0.56 2.41 3.41
0.500 0.498 99.00 ± 0.31 0.501 100.2 ± 0.72 1.40 2.56

Farmland soil 0.300 0.303 101.0 ± 0.65 0.299 99.70 ± 0.57 1.23 4.10
0.500 0.507 101.0 ± 0.53 0.508 101.0 ± 0.21 1.21 3.70

Roadside soil 0.300 0.301 101.0 ± 0.68 0.309 103.0 ± 0.38 0.38 3.90
0.500 0.504 100.8 ± 0.52 0.498 99.60 ± 0.31 1.60 3.40

3

t
t
c
P
n
i

S
r
r

4

T
D

S

L

T

M

W

M

F

R

a Average of five determinations ± relative standard deviation.
b Tabulated t-value at 95% confidence level is 2.78.
c Tabulated F-value at 95% confidence level is 6.39.

.3. Order of addition of reactants

During the course of the investigation it was observed
hat the sequence of addition of reactants was also impor-
ant as it influence the intensity and the stability of the

olor of the product to great extent. The sequence (i)
NZ, CPN or TPN–HCl–nitrite–SAA, SDX or SDX and (ii)
itrite–HCl–PNZ, CPN or TPN-SAA, SDX or SDX gave less
ntense and unstable color. While, (iii) nitrite–SAA, SDX or

o
s

able 5
etermination of nitrite in different environmental samples using SDX and PNZ

ample Nitrite added
(�g/mL)

Proposed method

Nitrite recovered
(�g/mL)

Recovery
± RSDa

ake water 0.300 0.301 101.0 ± 0
0.500 0.503 100.6 ± 0

ap water 0.300 0.299 99.70 ± 0
0.500 0.504 100.8 ± 0

ineral water 0.300 0.297 99.00 ± 0
0.500 0.498 99.60 ± 0

ell water 0.300 0.303 101.0 ± 0
0.500 0.502 100.4 ± 0

anured garden soil 0.300 0.303 101.0 ± 0
0.500 0.501 100.2 ± 1

armland soil 0.300 0.309 103.0 ± 0
0.500 0.502 100.4 ± 0

oadside soil 0.300 0.290 97.00 ± 0
0.500 0.501 100.2 ± 0

a Average of five determinations ± relative standard deviation.
b Tabulated t-value at 95% confidence level is 2.78.
c Tabulated F-value at 95% confidence level is 6.39.
DX–HCl–PNZ, CPN and TPN gave more intense and stable
ed color. This is expected as the reaction (i) and (ii) produced
adical cation, while, in (iii) electrophilic reaction was evident.

. Analytical figures of merit
The spectrophotometric methods were evaluated under the
ptimum conditions with respect to linearity, accuracy, preci-
ion, molar absorptivity and Sandell’s sensitivity.

Reported method [29]

% Nitrite recovered
(�g/mL)

Recovery% ±
RSDa

t-Valueb F-valuec

.81 0.309 103.0 ± 0.50 2.10 3.40

.85 0.501 100.2 ± 0.67 1.90 5.60

.73 0.305 102.0 ± 0.74 1.10 5.70

.52 0.498 99.60 ± 0.31 1.70 4.80

.41 0.290 97.00 ± 0.59 2.20 1.90

.75 0.507 101.4 ± 0.53 2.50 2.70

.76 0.310 97.00 ± 0.41 1.60 3.10

.32 0.498 99.60 ± 0.75 1.80 4.90

.34 0.290 100.7 ± 0.52 2.10 2.60

.20 0.501 99.40 ± 0.82 1.10 3.70

.48 0.299 101.0 ± 0.90 0.98 2.60

.39 0.508 100.2 ± 0.81 1.70 4.20

.57 0.309 99.70 ± 0.61 1.30 3.40

.80 0.498 100.0 ± 0.52 1.10 2.41
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Table 6
Determination of nitrite in different environmental samples using SMX and PNZ

Sample Nitrite added
(�g/mL)

Proposed method Reported method [29]

Nitrite recovered
(�g/mL)

Recovery% ±
RSDa

Nitrite recovered
(�g/Ml)

Recovery% ±
RSDa

t-Valueb F-Valuec

Lake water 0.300 0.310 97.00 ± 0.41 0.290 97.00 ± 0.56 2.43 3.41
0.500 0.507 101.0 ± 0.53 0.508 101.0 ± 0.21 1.90 5.62

Tap water 0.300 0.290 97.00 ± 0.57 0.303 101.0 ± 0.41 2.10 1.77
0.500 0.498 99.00 ± 0.31 0.501 100.2 ± 0.72 2.60 2.31

Mineral water 0.300 0.309 103.0 ± 0.48 0.298 99.30 ± 0.78 1.40 2.56
0.500 0.507 101.4 ± 0.82 0.498 99.50 ± 0.89 0.98 2.80

Well water 0.300 0.303 101.0 ± 0.65 0.299 99.70 ± 0.57 1.50 4.10
0.500 0.501 100.2 ± 0.62 0.502 100.4 ± 0.39 1.70 5.20

Manured garden soil 0.300 0.310 97.00 ± 0.41 0.290 102.0 ± 0.74 1.30 3.40
0.500 0.501 100.2 ± 0.68 0.501 100.6 ± 0.34 1.70 3.10

Farmland soil 0.300 0.298 99.30 ± 0.71 0.299 100.2 ± 0.70 1.30 4.60
0.500 0.508 101.8 ± 0.36 0.508 99.30 ± 0.23 1.90 3.30

Roadside soil 0.300 0.290 97.00 ± 0.56 0.309 101.0 ± 0.41 0.98 1.50
0.500 0.501 100.2 ± 0.39 0.498 101.4 ± 0.28 1.30 2.68
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a Average of five determinations ± relative standard deviation.
b Tabulated t-value at 95% confidence level is 2.78.
c Tabulated F-value at 95% confidence level is 6.39.

The linearity of the spectrophotometric method for the deter-
ination of nitrite was evaluated under optimum conditions. The

egression calibration equation obtained under optimum con-
itions for nitrite, PNZ and SSA was: Y = −0.0119 + 0.7722X;
= 0.9992 and n = 7, where Y is the absorbance and X is the
itrite concentration as mg/L. The calibration curve was linear
ver the range 0.13–1.00 mg/L.

The detection limit (Dl) gives an indication of the low-
st concentration of nitrite that can be distinguished from the
lank absorbance with 99% certainty. The Dl was calculated
s: Dl = 3.3δ/m. Where δ is the standard deviation of the blank
bsorbance n = 10, m is the slope of the graph. The calculated Dl
or keeping PNZ as an example was 0.048 mg/L of nitrite. The
olar absorptivity was 3.48 × 104 L mol−1 cm−1 for PNZ-SAA

omplex and Sandell’s sensitivity 0.0013 �g cm−2.
Sandell’s sensitivity (S) represents the number of micro-

rams of the determinant per milliliter of a solution having
n absorbance (A) of 0.001 for a path length (l) of 1-cm.
hus, S = 10−3 /a = �g cm−2 where a is the specific absorptivity
nd its value (in mL g−1 cm−1) corresponds to the deter-
inant in a cuvette with an optical length of 1-cm. Also,
= (b/molecular weight of nitrite ion) × 1000, where b = molar
bsorptivity = A/Cl, where C is the molar concentration of the
eterminant and l = 1-cm path length.

The accuracy of the method was evaluated by comparing
he results obtained for real environmental samples (obtained
rom lake, well and tap water and soil) with the proposed
pectrophotometric methods and with the result of standard
pectrophotometric method. The results obtained in the pro-

osed spectrophotometric methods compared very well with
hose from the standard method. The %RSD was found to be
0.8 (n = 5). The proposed method was found as accurate and
recise as that of the official method (Tables 4–6).

s
5
s
t

To further confirm the validity and accuracy of the proposed
ethod recovery tests were performed by standard addition
ethod. Each test was repeated five times. The results presented

n Tables 4–6 indicate very good recoveries and non-interference
rom commonly encountered constituents normally present in
he real sample.

.1. Method validation

To validate the proposed spectrophotometric method, Stu-
ent’s t-test was performed on the results of five real samples
Tables 4–6). Comparison was made between the proposed spec-
rophotometric method and the standard method to find out
hether the two methods give the same results at the 95% con-
dence level. The t-test with multiple samples was applied to
xamine whether the two methods for nitrite determination differ
ignificantly at the 95% confidence level.

The calculated Student’s t-value and F-value did not exceed
he tabulated value indicating that the proposed method is as
ccurate and precise as the official method [29].

. Application to polluted water and soil

Samples of potable water were collected in wide-mouthed
lastic vessels from different taps and different packaged water
ottles. The samples were frozen at 0 ◦C within 1 h of collection.
amples were filtered through Whatman No. 41 paper before
nalysis.

Samples of manured garden soil, farmland soil and roadside

oil were collected. Each sample was broken into lumps, and
-g portion was dried at 55 ◦C in an oven for 12–16 h. The dried
ample was ground, passed through a 2-mm mesh sieve and
ransferred to Whatman No. 50 filter paper on a Buchner funnel.
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ufficient water (containing one or two drops of concentrated
ulphuric acid) was poured on to soak the soil completely. After a
ew minutes, gentle suction was applied and the soil was washed
ith double distilled water until about 250 mL of filtrate was

ollected. The filtrate was made up to a standard volume and
liquots were analyzed [49].

. Conclusion

Phenoxazines are attractive as a new class of spec-
rophotometric reagents for the determination of nitrite—an
nvironmental toxicant. Phenoxazines as reagents exhibit bet-
er sensitivity and higher reproducibility. While, using these
ompounds as spectrophotometric reagents it is essential to
se SAA, SDX or SMX as electrophilic coupling reagent. The
se of aqueous mild acidic medium and choice available with
he reagents make the procedure cost-effective and versatile.
he proposed methods have distinct advantages of simplic-

ty, sensitivity, reproducibility and generate lesser amounts of
oxic waste. Besides, they are superior to the NEDA method
29] for the determination of nitrite which necessary involves
ultiple steps and have drawback of pH dependence, diazoti-

ation temperature and coupling time. Furthermore, the use of
ulpha drugs as electrophilic reagents in the determination of
nvironmental toxicants will open up new areas of research. A
alue-addition to these methods can be achieved, if the proce-
ure is combined with on-line or at-line system and this is under
nvestigation.

In brief, environmental analytical methods showing high per-
ormance but which are not environmentally friendly tend to be
nacceptable and this will stimulate the development of cleaner
ethods. Simplicity of the procedures and less cost of the instru-
ent are the hallmark of spectrophotometry. The progress of

elective methodologies has contributed much to the technique,
ut there is a long road to go and the potentialities have not been
ully exploited. The replacement of old procedures by attractive
ethods exploiting available myriad molecules in the field of

harmaceutical chemistry will result in the phenomenal increase
n the utilization of less or non-toxic reagents, which conse-
uently will result in the reduction of toxic waste. This will
evelop an essential environmental conscience for the future.
his paper is a step in this direction.
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matogr. B 661 (1994) 185.
[8] M.I.H. Helaleh, T. Korenaga, J. Chromatogr. B 744 (2000) 433.
[9] S.B. Butt, M. Riaz, M.Z. Iqbal, Talanta 55 (2001) 789.
10] B.S. Yu, P. Chen, L.-H. Nie, S.-Z. Yao, Anal. Sci. 17 (2001) 495.
11] J. Davis, R.G. Compton, Anal. Chim. Acta 404 (2000) 241.
12] M. Badea, A. Amine, G. Palleschi, D. Moscone, G. Volpe, A. Curulli, J.

Electroanal. Chem. 509 (2001) 66.
13] A.A. Ensafi, A. Kazemzadeh, Anal. Chim. Acta 382 (1999) 15.
14] Z. Huang, T. Korenaga, M.I.H. Helaleh, Microchim. Acta 134 (2000)

179.
15] T. Odake, M. Tabuchi, T. Sato, H. Susaki, T. Korenaga, Anal. Sci. 17 (2001)

535.
16] A. Afkhami, M. Bahram, S. Gholami, Z. Zand, Anal. Biochem. 336 (2005)

295.
17] H.D. Revanasiddappa, T.N.K. Kumar, Chem. Anal. (Warsaw) 48 (2003)

759.
18] J. Nair, V.K. Gupta, Anal. Chim. Acta 111 (1979) 311.
19] P.K. Tarafder, D.P.S. Rathore, Analyst 113 (1988) 1073.
20] H. Ozmen, F. Polat, A. Cukurovali, Anal. Lett. 39 (2006) 823.
21] A. Chaube, A.K. Baveja, V.K. Gupta, Anal. Chim. Acta 143 (1982)

273.
22] M. Satake, G.-F. Wang, Fresenius J. Anal. Chem. 357 (1997) 433.
23] N.V. Sreekumar, B. Narayana, P. Hegde, B.R. Manjunatha, B.K. Sarojini,

Microchem. J. 74 (2003) 27.
24] A. Afkhami, S. Masahi, M. Bahram, Bull. Kor. Chem. Soc. 25 (2004)

1009.
25] P. Nagaraja, M.S.H. Kumar, K.S. Rangappa, A.S. Suresh, Asian J. Chem.

40 (1999) 509.
26] Revanasiddappa, K. Kumar, M. Bilwa, Mikrochim. Acta 137 (2001) 249.
27] X.-F. Yue, Z.-Q. Zhang, H.-T. Yan, Talanta 62 (2004) 97.
28] K. Horita, M. Satake, Analyst 122 (1997) 1569.
29] AOAC, Official Methods of Analysis of the Association of Official

Analytical chemists, 16 th ed., AOAC, Gaithersburg, 1997 (Method
36.1.21).

30] S.E. Allen, Chemical Analysis of Ecological Materials, second ed., Black-
well, Oxford, 1989, pp. 132–134.

31] M.P. Olmsted, P.N. Craig, J.J. Lafferty, A.M. Pavloff, C.L. Zirkle, J. Org.
Chem. 26 (1961) 1901.

32] G.E. Bonvicino, L.H. Yogoazinste, R.A. Harves, J. Org. Chem. 26 (1961)
2797.

33] R. Ishida, S. Yamanaka, H. Kawai, H. Ito, M. Iwai, M. Nishizawa, M.
Hamatake, A. Tomoda, Anti-Cancer Drugs 7 (1996) 591.

34] K.N. Thimmaiah, J.K. Horton, X.D. Qian., W.T. Beck, J.A. Houghton, P.J.
Houghton, Cancer Commun. 2 (1990) 249.

35] R. Gvishi, R. Reisfeld, M. Eisen, Chem. Phys. Lett. 161 (1989)
455.

36] A. Grofcsik, M. Kubinyi, A. Ruzsinszky, T. Veszprémi, W.J. Jones, J. Mol.
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bstract

Miniaturized potentiometric units were constructed, evaluated and incorporated in a SIA-LOV manifold in order to the control of pharmaceutical
nalysis. The method validation was done with ephinefrine determinations in commercial pharmaceutical products. The optimization procedures
ere directed at potential versus epinephrine concentration. This approach was achieved by selecting 60 cm of reactor and a flow rate of 11 �L s−1

nd injecting 78 �L of epinephrine standard solutions in a 1.0 × 10−3 mol L−1 IO4
− solution. A linear range was found for epinephrine concentrations

etween 2.0 × 10−4 and 2.5 × 10−3 mol L−l with a slope of 35528 mV L mol−l and r2 = 0.997. Under these conditions the analytical results for
he commercial pharmaceutical formulations of 0.908 and 0.454 mg mL−1, respectively, with a R.S.D. of 0.34 for both, was obtained. Through

own scaling periodate-selective electrode it was possible to benefit from the recognized advantages of the lab-on-valve sequential-injection
ased systems, namely regarding equipment portability, reduced consumption of the sample and the reagents and the reduction of effluent waste.
urthermore, the new periodate electrode configuration is easy to achieve in common laboratories and enables the implementation of low volume
etection cell where the electrical noise, that is frequently presented in potentiometric based procedures, is significantly reduced.

2007 Elsevier B.V. All rights reserved.
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. Introduction

Traditionally, pharmaceutical analysis relies heavily on
hromatography. However, automation and miniaturization
equirements simple solution-based assays to make them fast
nd efficient which are essential for many routine and research
asks in pharmaceutical laboratories. Ideally, the setups should
e open for the accommodation of a wide variety of determina-
ions without the need for system reconfiguration, and should be
ompatible with both optical and electrochemical detectors. The
equential injection analysis (SIA) [1], based on programmable
ow to fulfil those requisites, has been recently enhanced by the
iniaturization implemented in lab-on-valve (LOV) format [2].

LOV manifold comprises a monolithic structure of flow chan-

els incorporated in a multi-position valve that can perform a
ariety of sample manipulation operations. In the SI-LOV sys-

∗ Corresponding author.
E-mail address: mcbranco@ff.up.pt (M.C.B.S.M. Montenegro).
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em, the volume of the sample path from the injector to the
etector can be minimized and a smaller volume of waste solu-
ion is generated when compared with common SI system. The
I-LOV technique has been explored directly by coupling spec-

rophotometric [2,3,4], fluorescence [2], electrothermal atomic
bsorption spectrometry and inductively coupled plasma mass
pectrometry [5,6] detection.

The advantages of using ion-selective electrodes (ISE) for
etermining organic species in pharmaceutical preparations
re well known as they may be an expedient alternative to
he time consuming and tedious procedures suggested in the
harmacopoeias [7]. When compared to many other analytical
echniques, ion-selective electrodes are relatively inexpensive
nd simple to use and have an extremely wide range of applica-
ions and wide concentration range. Potentiometric methods are
lso adequate for flow analysis due to their favourable charac-

eristics of sensitivity, controllable selectivity and easy of signal
andling through automation. From this coupling, enhanced pre-
ision and accuracy are usually achieved. However, one cannot
nd any published work concerning to the association of ISE
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model 6.0727.000 was connected. A homemade lab-on-valve
on a single acrylic block with 20 mm thick were four channels
(Øint = 0.5 mm) were drilled in order to respectively accesses
the central and three lateral ports of the selecting valve. In one

Fig. 2. Schematic view of the proposed set-up. (a) The system comprises a
Fig. 1. Chemical structure of epinephrine.

ith SI-LOV. Smaller sample injection and waste volumes are
educed once compared with conventional flow systems where
hese volumes are usually in the range of 0.5 and 4 mL per assay,
espectively. In this paper, attempts were made to explore SIA
ith the LOV and potentiometric detection. For this purpose
iniaturized potentiometric units were constructed, evaluated

nd incorporated in a SIA-LOV manifold in order to control
he pharmaceutical analysis. The method validation was done
ith ephinefrine determinations in commercial pharmaceutical
roducts.

Catecholamines (CAs) are compounds containing an o-
atechol nucleus and amine group on a chain of two-carbon

or p atoms to the phenolic hydroxyl groups. Several
As are dopamine, levedopa, metyldopa and adrenaline.
pinephrine is a sympathomimetic drug, acting on both alpha-
nd beta-receptors. Chemically, epinephrine or 4-(1-hydroxy-
-[methylamino]ethyl)-1,2-benzenediol hydrochloride as the
tructure depicted in Fig. 1.

It is the drug of choice for emergencies treatment of severe
llergic reactions (type I) to insect stings or bites, food, drugs,
nd other allergens. It can also be used in the treatment of
diopathic or exercise-induced anaphylaxis. The strong vaso-
onstrictor action of epinephrine through its effect on alpha
drenergic receptors acts quickly to counter vasodilatation and
ncreased vascular permeability which can lead to loss of
ntravascular fluid volume and hypotension during anaphylactic
eactions. Until now, epinephrine determinations has been done
y liquid chromatography [8], spectrophotometry [9–11], cap-
llary electrophoresis [12], fluorescence spectroscopy [13] and
hemiluminescence[14,15] detection. In this work, an indirect
xidative reaction with periodate (IO4

−) was observed, measur-
ng the decrease of the periodate concentration after the reaction
ith epinephrine. Periodate is widely used as reagent in quanti-

ative analytical chemistry [16] because of its strong oxidizing
haracteristics.

Although the proposed method presents a detection limit
lightly higher then those previously reported [8–15], which is
characteristic of potentiometry, the linear range is almost the

ame as previously referred [8–15]. However, the most important
dvantages of the developed method is it accuracy, simplicity,
ow cost and specially the reduced sample and waste volumes
pended.

. Experimental

.1. Reagents and solutions
Distilled, deionised water (conductivity <0.1 �S cm−1) and
nalytical grade chemicals were used without further purifica-
ion unless otherwise stated.

p
(
s
t
I

72 (2007) 1255–1260

A stock solution of sodium periodate (NaIO4) (Riedel-
e-Haën) was daily prepared by using 0.214 g of reagent
Riedel-de-Haën), carefully weighed, into a 100 mL volumet-
ic flask and subsequent dilution to the mark with sodium
ulphate solution with a ionic strength of 0.1 mol L−1. Perio-
ate calibrating solutions, in the range between 1 × 10−6 and
× 10−2 mol L−1 was done using as carrier in the flow set-up

odium sulphate solution with an ionic strength of 0.1 mol L−1.
A stock solution of epinephrine hydrochloride was daily pre-

ared of 0.219 g of reagent (Sigma), carefully weighed, into a
00 mL volumetric flask and subsequent dilution to the mark
ith deionised water. Epinephrine calibrating solutions, in the

ange between 2.20 × 10−2 and 5.49 × 10−1 mg mL−1 were pre-
ared adding Na2S2O5 at a final concentration of 3.6 mg mL−1,
s preservative. A 1 × 10−3 mol L−1 NaIO4 solution in a buffer
olution (CH3COONa/CH3COOH (Riedel-de-Haën/Merck)),
ith pH of 5 and a ionic strength adjusted to 0.1 mol L−1 was
repared and used as carrier in the flow set-up.

Two hospitalar samples for intramuscular injection were
btained for this study. As the samples contained high levels
f sodium metabisulphite, Na2S2O5, as preservative, this was
emoved before analysis by adding 100 �L of concentrated HCl
o 15 mL of each solution. Afterwards, the solutions were bub-
led with N2 and finally with pressed air to quantitatively release
he dissolved SO2.

.2. Apparatus

The schematic representation of the computer-controlled SI-
OV system used is depicted in Fig. 2. It comprises a Minipuls
Gilson (Viliers-le-Bell, France) peristaltic pump with a PVC

umping tube (Øint = 0.90 mm) of the same brand, a VICI
25-3118.E, eight-port stream selecting valve (Valco Instru-
ents, Houston, TX), a 161T031 NResearch three-way solenoid

alve (Stow, MA), and a Crison MicropH-2002 potentiometer
o which a Metrohm electrode of Ag/AgCl (KCl 3 mol L−1),
eristaltic pump (P) synchronized with a solenoid valve (SV), a holding coil
HC), an acrylic lab-on-valve manifold (LOV) screwed over the rotor of a stream
electing valve (MsV). W, waste; C1, carrier solution; S, sample. (b) Side view of
he reference and periodate electrode screwed on LOV; RE, reference electrode;
SE, periodate-selective electrode.
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ig. 3. Schematic view of the miniaturized periodate-selective electrode obtain
he central hole of a commercial end fitting (EF), previously filled with an con
SC). SM, sensing membrane; T, terminal connector to decimilivoltemer.

f these channels a transverse hole with 0.5 mm diameter was
rilled in order to screw from top to top the reference and the
eriodate-selective electrodes (Fig. 3). A PTFE coil with 60 cm
HC) and flow lines were made with Øint = 0.5 mm PTFE tubing.
he rotation speed of the peristaltic pump (P), the rotor position
f the eight-port valve (MsV) and the solenoid valve (SV) on/off
witching were controlled through a PCL-711 Advanced inter-
ace card coupled to a microcomputer running a software written
n Quick Basic 4.5.

.3. Periodate-selective electrode construction

As detector a periodate ion selective electrode, was con-
tructed using the central hole with an internal diameter of
.5 mm of a commercial end-fitting (Fig. 2b). The ionic sensor
as prepared as described by Montenegro [17] by adding 0.36 g

etraoctylamonium bromide (Fluka) plus 9.75 g dibutyl phtha-
ate (Sigma) into 5 mL chloroform (Sigma). The final mixture
as mixed in with six 15 mL aliquots of a 0.1 mol L−1 sodium
eriodate (Riedel-de-Haën) solution. The aqueous phase was
iscarded and the chloroform was evaporated slowly in order
o obtain the liquid ionophore. For the membrane preparations,
.18 g polyvinyl chloride (PVC-Fluka), 6 mL tetrahydrofuran
Riedel-de-Haën) and 0.4 mL of ionophore solution was mixed.
he membrane was dropped directly on the conductive surface
f the electrode. Drying was accomplished by leaving the
lectrodes at room temperature for 1 day. Thereafter, the
lectrodes were placed in contact with 0.01 mol L−1NaIO4 for
t least 30 min, in order to achieve equilibrium of the inner
eference system.
.4. Procedures

In a previous publication several drawbacks were identified of
he use of a peristaltic pump to drive precise and accurate small

s
e
w
t

drop wising 20 �L of the sensor solution from a 100 �L pipette tip (PT) over
ve epoxi resin (ER) in contact with the central wire (CW) of a shielded cable

olumes of solutions, mainly related with the inertial startup
f the rotating head and with the initial position of its rollers
18]. To overcome those problems a three-way solenoid valve
as coupled and activated in a synchronized way relative to
preset position of the head of the peristaltic pump. In this
ay, for a pumping tube with 1.60 mm internal diameter, it was
ossible to drive volumes of solutions higher than 8 �L with a
recision better than 4%. Thus, in this work, a similar study was
arried out, in order to evaluate if the detector performance under
ow conditions was impaired by the precision of the driving
evice. Sodium periodate solutions at different concentrations
ere aspirated at 13 �L s−1 by the port 6 (sample port in Fig. 2)

nd sent towards the flow-through detection cell at the same flow
ate. This procedure was repeated ten times for each calibrating
olution. A solution with 1.0 × 10−1 mol L−1 ionic strength of
a2SO4 was chosen as carrier solution.
To extend the application of the mounting to periodate-

pinephrine reaction, an analytical cycle comprising three steps
as established. In the first two steps epinephrine solution and
1.0 × 10−3 mol L−1 IO4

− with ionic strength 0.1 mol L−1 of
a2SO4 solution were sequentially aspirated into the hold-

ng coil HC and then propelled towards the detector. A
× 10−3 mol L−1 NaIO4 solution prepared in a buffer solution

CH3COONa/CH3COOH), with pH of 5 and with ionic strength
djusted to 0.1 mol L−1 was used as carrier. Afterwards, the
ownhill simplex method in this work modified to be feed with
he experimental results was applied to optimize the flow condi-
ions of the calibration, such as time and flow rate of the different
olutions to be aspirated or pumped in the system to find the best
elationship between sensibility, resolution and reproducibility.

Finally, to accomplish the epinephrine determination in real

amples and taking in consideration the presence of high lev-
ls of sodium metabisulphite, Na2S2O5, a previous treatment
as done. As at pH 1.84 the Na2S2O5 can be destroyed going

hrough SO2, 100 �L of concentrated HCl was added to 15 mL
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Table 1
General working characteristics for the IO4

− selective electrode

Characteristics Miniaturized Tubular

LIRL (mol L−1) 1 × 10−5 8 × 10−6

Slope (mV/decade) −61.7 ± 1.0 −58.7 ± 0.1
R
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f each solution, after that, N2 and air streams were bubbled to
uantitatively remove the SO2.

. Results and discussion

.1. Optimization of chemical and hydrodynamic variables

The general working characteristics of periodate electrode
ere evaluated after coupling it to a homemade LOV SI-system

Fig. 2). Considering the distance of 0.5 mm between the peri-
date membrane and the reference electrode frit contact as well
s the circular diameter exposed to the flow a theoretical 1.4 �L
olume was calculated for the flow-through detection cell. For
his low volume it was necessary to evaluate if the driving
evice was capable of aspirating reproducible small volumes,
nd at the same time evaluate the minimum volume of calibrat-
ng solutions, that guarantees similar electrode calibrations to
hose obtained under conventional flow injection set-ups. For the
ssay of two calibration solutions with periodate concentrations
f 2 × 10−6 and 1 × 10−2 mol L−1, volume independent signals
ere obtained above aspirated volumes of 85 �L. Even for the

owest injection volume R.S.D. is always lower than 1.2%. In
oth cases, the volume is relatively high and could be explained
y the dead volume of the detection cell, by the response time of
he electrodes which is of about 2 s and to some degree of dilu-
ion of the injected sample in the detection cell. An important
nding was the detector robustness regarding electrical noise,
hich was almost non existent in the herein proposed system and
hich demands for an additional ground electrode in the conven-

ional flow tubular electrode configuration where the proximity
etween the reference and indicator electrodes are difficult to
chieve. An optimized periodate calibration curve in LOV-SI
ystem was thus found for an aspiration of 85 �L of periodate
olutions with a flow rate of 13 �L s−1. The carrier, a sodium sul-
ate solution (I = 0.1 mol L−1) was pumped to the detector with

flow rate of 12 �L s−1 for a 105.47 s period, thus enabling
maximum throughput determination rate of 32 h−1. A linear

orrelation was found for a concentration interval 1 × 10−5 to

× 10−2 mol L−1, with a slope of 61.7 mV per decade and a
ractical detection limit of 5.4 × 10−6 mol L−1 (Fig. 4).

Relative standard deviation of 2.11 and 0.43% were obtained
fter 8 consecutive injections of two standard solutions of

ig. 4. Potential (E) of the periodate-selective electrode vs. log of IO4
− con-

entration. The ionic strength of all solutions was adjusted to 0.1 mol L−1 with
a2SO4.
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eproducibility (mV/decade) ±0.5 ±0.3
esponse time (s) <2 <3

odium periodate 5.0 × 10−5 and 5.0 × 10−3 mol L−1, respec-
ively. The influence of the pH in the electrode behaviour was
valuated, by the addition of NaOH and H2SO4 concentrated
olutions to 200 mL of a 1.0 × 10−3 mol L−1 IO4

− solution with
he ionic strength adjusted to 1.0 × 10−1 mol L−1. Between 2.0
nd 6.8 pH the potential readings stayed within ±5 mV, which is
onsistent to the periodate-selective electrode specifications pre-
iously reported [17]. However, the slope of calibrations started
o decrease significantly after 10 days of continuous use for 8 h
eriods. The lower lifetime obtained for this unit compared with
he 2 years reported for tubular electrode [17], is probably due
o the lower sensor volume used in the membrane preparation
nd to the continuous sensor exposition to the oxidation reaction
Table 1).

.2. Optimization of epinephrine determinations

The use of LOV potentiometric system was extended to
pinephrine determinations. Knowing that IO4

− promptly oxi-
izes vicinal alcohols or amine-alcohol groups through a pseudo
rst order mechanism [16] epinephrine concentrations could
e assessed by the potentiometric monitoring the decrease of
irculating periodate in the flow system after sample injection.
ll epinephrine solutions were aspirated by the sample lateral
ort of MsV. To improve the signal height, a periodate solution
f 1.0 × 10−3 mol L−1 IO4

− with ionic strength 0.1 mol L−1

f Na2SO4, was sequentially aspirated into the holding coil
hrough an extra lateral port of MsV (Fig. 2). After the car-
ier, a solution of 1.0 × 10−3 mol L−1 IO4

− with ionic strength
.1 mol L−1 of Na2SO4 impelled both injected solutions to the
etector. The simplex optimization algorithm was applied to
ptimize the flow conditions of the periodate/epinephrine reac-
ion, as well as volume and flow rate of the different solutions to
e aspirated or pumped in the system. Under these conditions,
he injection volume of epinephrine solution was investigated
n the range 23–131 �L and the volume of carrier to be aspi-
ated in the second lateral port was also evaluated in the range
–63 �L. The flow rate of the carrier was studied in the range
f 2–51 �L s−1. Once more both the slope of calibration curve
s well as the sample throughput rate were considered for maxi-
ization in the response function. For the best signals, a detailed

valuation was done to find a good relation between sensibility,
esolution and reproducibility. To perform an optimum perio-
ate/epinephrine calibration curve about 78 �L of a solution

hat contains an accurate epinephrine concentration was aspi-
ated into the holding coil at the flow rate of 13 �L s−1. After
his, 43 �L of sodium periodate was aspirated at the flow rate of
2 �L s−1 either to increase the epinephrine dispersion and the
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Table 2
Sample composition of the two hospital formulations

Sample composition Sample 1 Sample 2

Epinephrine chlorohydrate (mg) 1 0.5
NaCl (mg) 8 8
Na2S2O5 (mg) 3.6 3.6
Chlorobutanol (mg) 40 40
N
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eaction extent. Finally, 643 �L of the content volume of hold-
ng coil was pumped to the detector during one minute. Due to
he mechanism reaction involved a linear dependence between
he analytical signal and the analyte concentration was found,
s already explained before. Different periodate concentrations
f the carrier (1.0 × 10−4 to 1.0 × 10−2 mol L−1) were studied
o evaluate sensibility and linearity of the periodate/epinephrine
eaction. A higher linearity range and sensibility was found for
.0 × 10−3 mol L−1 of periodate as carrier. This concentration is
lso in agreement with the one reported by Efstathiou et al. [9],
hich argued for its use for a better preservation of the selective
embrane. Epinephrine is not stable in a neutral or alkaline solu-

ion, which rapidly becomes red from oxidation to adrenochrome
nd brown from the formation of melanin on exposure to air.
queous solutions of epinephrine have their optimum stability

t about pH 3.6 [7]. Taking this in consideration, a pH study was
one to evaluate the optimum pH for the periodate/epinephrine
eaction. The studied range was between 3 and 6. A maxi-
um signal was found for solutions at pH 5. A linear range
as found for epinephrine concentrations between 2.0 × 10−4

nd 2.5 × 10−3 mol L−l with a slope of 35528 mV L mol−l with
2 = 0.997 and a practical detection limit of 1.8 × 10−4 mol L−l.
ased on the studied preformed by Montenegro et al., where an
xidation reaction of periodate and dopamine was monitoring by
periodate selective electrode, a 2nd order reaction is expected.
ccordingly, the overall IO4

− consumption determined by the
elective electrode gives a linear relationship between potential
easure and epinephrine concentration.
The extent of the interference of some organic and inor-

anic anions was evaluated at the interferent/epinephrine
oncentration ratios of 1:1, 1:10, 1:100. Sodium chloride,
odium metabisulfite, sodium sulphite and chlorobutanol were
elected for this evaluation due to their presence in the phar-
aceutical formulations tested. This study was based on

erforming recovery trials of epinephrine solutions (2.0 × 10−4

nd 1.0 × 10−3 mol L−1). Recoveries between 99 and 101%
ere obtained in all trials except for sodium metabisulphite.
his is oxidized by periodate and for the epinephrine concentra-

ions of 2.0 × 10−4 and 1.0 × 10−3 mol L−1, 218 and 168% in
he recovery trials were respectively obtained, for the interfer-
nt/epinephrine ratio of 1:1. At this level, in both cases, sodium
etabisulphite has a concentration lower than in the real sam-

les. For the ratio1:100, it was impossible to measure the height
f the peak, because they were wide and irreproducible. For
his reason, samples were acidified before injection, to allow the
uantitative conversion to sulphur dioxide promptly removed in
rder to avoid the formation of bubbles inside the system during
he aspiration step.

.3. Real sample analysis

The epinephrine concentrations in two hospital common used
ormulations (Table 2) were determined using the previously

ptimized procedure.

Therefore, the content of six injections from the same pack-
ge were mixed and five times diluted with deionised water.
he concentration of the samples 1 and 2 was 0.908 and
a2SO3 (mg) 0.8 0.8
ater (mL) 1 1

.454 mg mL−1, respectively, with a R.S.D. of 0.34% for both.
or comparison purposes, the same samples were also processed
sing the official USP method [7], based on HPLC and the result
as 0.905 and 0.451 mg/mL, with a R.S.D. of 0.50 and 0.79%,

espectively.
This results obtained, revealed a good statistical agreement

etween both procedures used once t values of 1.64 (p > 0.05)
nd 1.86 (p > 0.05) were obtained for samples 1 and 2, respec-
ively. As they are smaller then the critical value (t8 = 1.89),
oth methods do not give significantly difference results for the
pinephrine concentration.

. Conclusions

Through down scaling periodate-selective electrode, it was
ossible to benefit from the advantages recognized to lab-
n-valve sequential-injection based systems, namely regarding
quipment portability, reduced consumption of sample and
eagents and reduction of effluent waste. Furthermore, the new
eriodate electrode configuration is easy to achieve in com-
on laboratories and enables the implementation of low volume

etection cell, where the electrical noise, that is frequently
resent in potentiometric-based procedures, is significantly
educed. Albeit the reduction of lifetime of the electrode, the vol-
me of prepared sensor cocktail enables to prepare an increased
umber of electrodes, which the response characteristics are
imilar to previously described conventional units or tubular
onfigured electrodes.

cknowledgments

C.M.P.G. Amorim gratefully acknowledge FCT and FSE
III Quadro Comunitário de Apoio) for a PhD Grant
SFRH/BD/19461/2004).

eferences

[1] J. Ruzicka, G.D. Marshdl, Anal. Chim. Acta 237 (1990) 329.
[2] J. Ruzicka, Analyst 125 (2000) 1053.
[3] C.H. Wu, L. Scampavia, J. Ruzicka, B. Zamost, Analyst 126 (2001) 291.
[4] C.H. Wu, J. Ruzicka, B. Zamost, Analyst 126 (2001) 1947.
[5] H. Wang, E.H. Hansen, M. Miro, Anal. Chim. Acta 499 (2003) 139.
[6] P. Ampan, J. Ruzicka, R. Atallah, G.D. Christian, J. Jakmunee, K. Grudpa,
Anal. Chim. Acta 499 (2003) 167.
[7] United States Pharmacopoeia 24; NF19, 2000, p. 646.
[8] Y. Yui, T. Fujita, T. Yamamotto, Y. Itokawa, C. Kawai, Clin. Chem. 26

(1980) 194.
[9] C.E. Efstathiou, J. Pharm. Biomed. Anal. 22 (5) (2000) 781.



1 lanta

[
[

[

[
[

[

260 C.G. Amorim et al. / Ta

10] A. Afkhami, H.A. Khatami, J. Anal. Chem. 58 (2) (2003) 135.
11] T. Madrakian, A. Afkhami, L. Khalafi, M. Mohammadnejad, J. Braz. Chem.
Soc. 17 (7) (2006) 1259.
12] P. Britz-Mckibbin, A.R. Kranack, A. Paprica, D.D.Y. Chen, Analyst 123

(1998) 1461.
13] M. Valcarcel, A. Gomez-Hens, S. Rubio, Clin. Chem. 31 (1985) 1790.
14] A. Kojlo, E. Nalewajko, Chem. Anal. (Warsaw) 49 (2004) 653.

[
[

[

72 (2007) 1255–1260

15] J. Michalowski, A. Kojlo, A. Estrela, Chem. Anal. (Warsaw) 47 (2002)
267.
16] J.R. Clamp, L. Hough, Biochem. J. 101 (1966) 120.
17] M.C.B.S.M. Montenegro, M. Goreti, F. Sales, J. Pharm. Sci. 89 (2000)

7.
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bstract

The effect of adding surface-active agents to electrolytes containing terazosin, an antihypertensive drug, on the voltammetric response of glassy
arbon electrode was studied. The current signal due to the oxidation process was a function of the amount of terazosin, pH of the medium, type of
urfactant, and accumulation time at the electrode surface. Two surfactants were used, an anionic type, sodium dodecyl sulfate (SDS) and a cationic
ype, cetyl trimethyl ammonium bromide (CTAB). Addition of SDS to the terazosin-containing electrolyte was found to enhance the oxidation
urrent signal while CTAB showed an opposite effect. Beside the interfacial interaction of the surfactant with the electrode surface in reference
o the bias applied potential and the charge of surfactant, terazosin-surfactant interaction in the electrolytic solution was found to be critical to
he magnitude of current signal. Addition of SDS to terazosin-containing buffer solution resulted in a decrease in the drug absorption spectrum
oth in the ultra-violet and visible (UV–vis) regions. Moreover, NMR measurements showed considerable chemical shifts for the aromatic protons
f the quinazolinyl moiety of the terazosin in presence of SDS. The affected aromatic protons are positioned next to the interacting protonated
mino-group of the terazosin with the charged sulfonate-group of SDS. On the other hand, addition of CTAB did not cause noticeable changes both
o the UV–vis and NMR spectra of the drug. The use of SDS in the electrochemical determination of terazosin using linear sweep voltammetry

nd differential pulse voltammetry at solid glassy carbon electrode enhanced the detection limit from 6.00 × 10−7 mol L−1 in absence of surfactant
o 4.58 × 10−9 mol L−1 when present. The validity of using this method in the determination of drug active ingredient in urine samples and tablet
ormulations was also demonstrated.

2007 Elsevier B.V. All rights reserved.
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. Introduction

Surfactants have been widely used in chemistry and in par-
icular affecting several electrochemical processes [1]. Several
pplications of surfactants in electrochemistry are in electro-
lating [2], corrosion [3], fuel cells [4], electrocatalysis [5], and
lectroanalysis [6]. The area of surface modified electrodes is of
articular interest because of its application in sensors. Rusling
7] indicated the influence of surfactant aggregates at the elec-
rode/electrolyte interface in micelle solutions. In his study [7],

t was shown that the entry of an electrochemical reactant into
his dynamic surface film is a key preceding electron transfer
tep.

∗ Corresponding authors. Tel.: +20 2 567 6561; fax: +20 2 572 7556.
E-mail address: galalah1@yahoo.com (A. Galal).
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On the other hand, surfactants have proven effective in
he electroanalysis of biological compounds and drugs. For
xample, it was recently shown that surfactants are highly
ffective in stabilizing the voltammetric response of serotonin
y protecting the electrode surface from fouling [8]. In another
tudy [9], it was shown that anionic surfactants could also be
sed to improve the accumulation of some electroactive organic
olecules such as ethopropazine at gold electrodes. Recently,

he influence of micelles in the simultaneous determination of
wo components was also demonstrated, as in the case of ascor-
ic acid and dopamine [10] and catechol and hydroquinone [11].
t was not clear whether the micelle interaction with the analyte
n the solution phase contributes to the selective response. It is

ell established that interaction between aggregates and solutes

n the solution phase is controlled by diffusion and takes place
n the microsecond time scale [12]. Electrode surfaces with
ydrophobic characters such as carbon paste electrodes interact
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the cyclic voltammograms (CVs) of 4.76 × 10 mol L
terazosin (in B–R buffer, pH 2) at GC electrode (curve I), in
presence of 1.1 × 10−4 mol L−1 SDS anionic surfactant without
stirring (curve II), and after stirring for 5 min (curve III). The
N.F. Atta et al. / Tala

ith surfactants, namely through surface adsorption. Thus,
arbon paste electrode modified with surfactants proved to be
seful for the determination of both inorganic species [13] and
iological compounds [14].

Terazosin hydrochloride is an �1-adrenoceptor blocker with a
ong lasting action. It is used in the management of hypertension
14], and in benign prostate hyperplasia to relieve symptoms
f urinary obstruction [15]. Terazosin is rapidly and almost
ompletely absorbed from the gastrointestinal tract after oral
dministration; the bioavailability is reported to be about 90%.
eak plasma concentrations are achieved in about 1 h. It is
etabolized in the liver; one of the metabolites is reported to

ossess antihypertensive activity and the half-life in plasma
s approximately 12 h. It is excreted in phases via the bile,
nd in the urine, as unchanged drug and metabolites. Tera-
osin is 90–94% protein bound when administered orally as the
ydrochloride, but doses are usually expressed in terms of the
ase. Following oral administration its hypotensive effects are
een within 15 min and may last for up to 24 h, permitting once
aily dose.

It is therefore essential to study the effect of changing the
harge of the surfactant used, namely SDS and CTAB, its con-
ection with the solution pH, and concentration of analyte on
he voltammetric response of this drug. The electrochemical
ehavior of this drug in aqueous solutions at solid electrodes
as not studied. Moreover, in this work we relate the observed
V–vis and NMR measurements of terazosin in the absence

nd presence of each surfactant type to the electrochemical data
btained.

. Experimental

.1. Materials and reagents

.1.1. Metal substrates and electrochemical cell
A glassy carbon (GC) electrode (3.0 mm diameter) from BAS

USA) was used as the working electrode, a platinum wire
2.0 mm diameter, 10 cm long) as auxiliary electrode, and an
g/AgCl (3 mol L−1 NaCl) as the reference electrode. A one-

ompartment glass cell (30 mL) fitted with gas bubbler was used
or electrochemical measurements. Solutions were degassed
sing pure nitrogen prior to and throughout the electrochemical
easurements.

.1.2. Reagents and solution preparations
Terazosin hydrochloride (TH) and Itrin® tablets (5.0 mg

H per tablet) were supplied by Kahira Pharmaceutical
nd Chemical Industries Co. (Egypt). A stock solution of
H (1.0 × 10−3 mol L−1) was prepared with deionized water.
iluted working standard solutions were then prepared daily
ith deionized water freshly just prior to use. Britton–Robinson

B–R) (4.0 × 10−2 mol L−1) buffer of pH 2–11 was used as
he supporting electrolyte. All solutions were prepared from

nalytical grade chemicals and sterilized Milli-Q deionized
ater. The surfactants, SDS from Aldrich (USA), and CTAB

rom Prolabo (France) were prepared as a stock solution of
.0 × 10−2 mol L−1/deionized water.

F
e
a
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.2. Electrochemical and spectroscopy instrumentation

The voltammetric measurements were performed using a
C-controlled AEW2 electrochemistry workstation and data
ere analyzed with ECprog3 electrochemistry software (Sycopel,
K). The one-compartment cell with the three electrodes was

onnected to the electrochemical workstation through a C3-stand
rom BAS (USA). A JENWAY 3510 pH meter (England) with
glass combination electrode was used for pH measurements.
ll UV measurements were performed using a Shimadzu 1601

pectrophotometer (Kyoto, Japan). NMR measurements were
erformed using a 300 MHz Varian NMR instrument in D2O
nd with TEMAC as internal standard.

. Results and discussion

.1. Cyclic voltammetry of terazosin in presence and
bsence of surfactant

The drug under investigation, terazosin ((RS)-1-(4-amino-
,7-dimethoxy-2-quinazolinyl)-4-((tetrahydro-2-furanyl)
arbonyl) piperazine monohydochloride dihydrate), has a
tructure in which the central element is a piperazine ring
nd contains a quinazoline moiety. The mechanism of anodic
xidation of terazosin is expected to be complicated at the
lassy carbon electrode in aqueous media [16]. The first step is
he removal of an electron to form a radical–cation. However,
n this particular structure with the presence of an amino-group,
he electron will also be removed from the heteroatom and
xidation takes place around 1.0 V or less [17]. The ease of
xidation at this relatively lower positive potential is attributed
o the resonance stabilization of the radical–cation. Fig. 1 shows

−5 −1
ig. 1. CVs of 4.76 × 10−5 mol L−1 terazosin (in B–R buffer, pH 2) at GC
lectrode (—), in presence of 2.5 × 10−5 mol L−1 SDS without stirring (••••),
nd after stirring for 5 min (—-). Scan rate 100 mV s−1.
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Vs are characterized by the appearance of distinct anodic
eaks at +1.05 V, +0.98 V, and +1.02 V for the three curves,
espectively. The reverse scan in the negative direction did
ot show any indication of a reduction peak in the potential
indow studied. It was indicated that a reduction peak would be

xpected at relatively lower potentials, ca. −1.60 V at mercury
urfaces [18]. It is interesting to notice the large difference
n the oxidation peak current, ipa, in the three cases: 0.9 �A,
.9 �A, and 25 �A, respectively. A pair of ill-defined peaks
an be distinguished in the potential range +0.2 V to +0.4 V
hat could be related to the redox behavior of C O group in
etrahydro-2-furanyl piperazine moiety. The reversibility and
urrent signal of this pair of peaks is a function of the pH and
ype of buffer used.

The suggested mechanisms for the aggregation of surfactants
n the electrode surface in the form of bilayers, cylinders, or
urface micelles (in the case of relatively higher concentrations
dded of SDS) could explain the increase in current in the
resence of surfactants [7]. The electron transfer process
ill take place when the electroactive species approaches the
icinity of the electrode surface. Two main possibilities allow
he transfer of charge; first is the displacement of the adsorbed
urfactant by the analyte, and second is the approach of the
nalyte to the surface of the electrode within the space of
ne to two head groups of adsorbed surfactant moieties. We
elieve that the second mechanism is more plausible, as will be
ndicated later from the data obtained when using the cationic
urfactant CTAB. Furthermore, a possible mechanism suggests
he formation of ion-pair that anchor onto the surface of the

lectrode that should posses some hydrophobic character [19].
hus, the resulting ion-pair of the charged surfactant and drug

end to adhere to the surface through the lipophilic parts in both
oieties.

i
s
t
m

ig. 2. (a) Effect of pH on the response of 4.76 × 10−5 mol L−1 terazosin at GC elec
b) Effect of pH on the response of 4.76 × 10−5 mol L−1 terazosin at GC electrode
(••••), pH 7(—-), pH 9(••-••-). Scan rate 100 mV s−1.
(2007) 1438–1445

.2. Effect of pH on the electrochemical response of
erazosin

The reported pKa value of terazosin is 7.1 [20]. The effect of
hanging the pH on the electrochemical response of terazosin
as examined in the absence and presence of the surfactant.
ig. 2a and b shows the effect of changing pH of B–R buffer on

he voltammetric response of 4.76 × 10−5 mol L−1 terazosin in
he absence and presence of 2.5 × 10−5 mol L−1 SDS, respec-
ively. In general, the oxidation peak potential shifts to more
ositive values as the pH decreases in the absence and pres-
nce of SDS. Maximum oxidation current signal was obtained
n pH 5.0 and the minimum in pH 9.0 in the SDS-containing and
ree solution. Therefore, all subsequent electrochemical mea-
urements will be conducted in either pH 2.0 or 5.0. The pH
ependency of the oxidation peak potential indicates that proto-
ation/deprotonation is taking part in the charge transfer process.
he pair of peaks appearing in the potential range of +0.2 V to
0.4 V was greatly affected by the pH change that proves the

nvolvement of carbonyl group in the charge exchange.

.3. Comparison of the cyclic voltammetry of terazosin in
resence of anionic and cationic surfactants

The use of different surfactants with varying charges and
engths of hydrocarbon chain affects the redox behavior of
lectroactive species and complicates the corresponding voltam-
etric response [21]. Terazosin could be considered lipophilic

n nature with amphiphilic molecules that are capable of adsorb-

ng on the surface of the electrode. This leads to the formation of
elf-micelle aggregates and mixed aggregates with the surfac-
ant. The adsorption of amphiphilic species on electrode surface

ay result in changing the overpotential of the electrochemical

trode. pH 2(—), pH 5(••••), pH 7(—-), pH 9(••-••-). Scan rate 100 mV s−1.
in presence of 2.5 × 10−5 mol L−1 SDS. Scan rate 100 mV s−1. pH 2(—), pH
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ig. 3. (a) Effect of successive addition of SDS (increments add 1.0 × 10−5 mo
uffer, pH at GC electrode. Scan rate 100 mV s−1. (b) Effect of successive add
oltammetric response of terazosin in universal buffer, pH 5 at GC electrode. S

rocess and the rate of its corresponding charge transfer [22].
lternatively, in the solution phase the premicellar aggregate

ormation will affect the mass transport of the electroactive
pecies [23]. The data in Fig. 3a and b show the cyclic voltam-
etry response of a GC electrode for 4.76 × 10−5 mol L−1

erazosin in B–R buffer (pH 5.0) upon incremental addition of
�L 0.01 mol L−1 SDS and 2 �L 0.01 M CTAB, respectively.

Upon closer examination of the data in Fig. 3a and b, one
bserves the anodic oxidation peak potential, Epa, and cur-
ent, ipa, of terazosin are concentration-dependent upon the
ddition of CTAB. On the other hand, only the oxidation
eak current, ipa, showed the concentration-dependent behav-
or upon the addition of SDS. The value of ipa plateaus as
he concentration of surfactant reaches a definite concentra-
ion, namely 1.1 × 10−4 mol L−1 SDS and 2.0 × 10−5 mol L−1

TAB, respectively. This is attributed to the adsorption of the
urfactant molecules on the electrode surface that could be fol-
owed by the formation of micelle aggregates as the distance
rom the electrode surface increases [7,21]. The presence of
ositive charge on the amino-group of terazosin, at this pH, and
ts hydrophobic character enhances the aggregation of the latter
ith SDS, which possesses negatively charged polar groups. The
ossibility of aggregation of terazosin with CTAB can only be
ttributed to hydrophobic interactions and lead to reduced aggre-
ation as compared to the SDS case. The strength of interaction
nd binding between the drug and the surfactant should result
n the observed distinct behavior and should also partially affect
he transport of their corresponding aggregates in solution [24].

t was previously mentioned that the saturation adsorption over
he electrode surface is reached with the critical micelle concen-
ration of the surfactant (CMC) [25] and should coincide with
he concentration of added surfactant that resulted in the plateau

w
o
2

SDS of each addition) on the voltammetric response of terazosin in universal
of CTAB (increments add 4.0 × 10−6 mol L−1 CTAB of each addition) on the
te 100 mV s−1.

ndicated in Fig. 3a and b. However, the values we obtained are
ifferent from those reported earlier for the CMC of SDS and
TAB [21,25]. One might suggest that other factors such as the

ype of buffer used (supporting electrolyte) and the nature of
nalyte studied should affect greatly the estimate of CMC from
he cyclic voltammetric results. It is important to mention that
o visual turbidity formation was observed in the solution as
he final addition of surfactant was reached. Additionally, the
xidation peak potential, Epa, shifted to lower positive values of
a. 100–25 mV in presence of SDS for all pHs studied except
or solutions with pH ≥ 5 in which the potential shifted by the
elatively small value of 2 mV.

.4. Effect of scan rate on the voltammetric response of
erazosin

The relation between anodic oxidation peak current, ipa (mA),
iffusion coefficient of the electroactive species, D0 (cm2 s−1),
nd scan rate, ν (V s−1), is given by [26]:

pa = (2.99 × 105)nα1/2AC∗
0D

1/2
0 ν1/2 (1)

here n is the number of electrons exchanged in oxidation, α is
he transfer coefficient, A is the apparent surface area of the elec-
rode (cm2), C∗

0 is the concentration of the electroactive species
mmol dm−3). The transfer coefficientα, for an irreversible pro-
ess can be calculated from [26]:

E − E | = 47.7
(2)
pa pa/2

α

here Epa/2 is the potential at which the current equals one half
f the peak current. A plot of ipa versus ν1/2 (ranging from 10 to
50 mV s−1) gave a straight line according to Eq. (1). Careful
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Table 1
Electrochemical parameters of terazosin determined at GC electrode in different
electrolyte solutions

Electrolyte (B–R
buffer pH 5)

aEpa/mV
(vs. Ag/AgCl)

aIpa/�A � D/cm2 s−1

4.76 × 10−5 mol L−1

terazosin
0.91 1.696 0.3 1.61 × 10−7

4.76 × 10−5 mol L−1

terazosin + 2.5 ×
10−5 mol L−1 SDS

0.89 3.075 0.2 4.19 × 10−6

4.76 × 10−5 mol L−1

terazosin + 3.0 ×
10−6 mol L−1

CTAB

0.96 1.384 0.6 9.61 × 10−8
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a Oxidation peak potential Epa, and current ipa, were determined at scan rate
= 50 mV s−1.

nspection of data on the effect of scan rate reveals that the linear-
ty of the relationship is realized up to a scan rate of 150 mV s−1

hat is followed by a deviation from linearity at higher scan
ates. This indicates that the charge transfer is under a partially
iffusion control process and that adsorption of aggregates at
he electrode surface is also possible. The relation between the
xidation peak potential Epa, and the scan rate ν, shows that
eviation also begins at a scan rate of 150 mV s−1. The apparent
iffusion coefficients (D0) can be calculated and are listed in
able 1. D0 can be considered as an average value of the dif-
usion process in the bulk, within the surfactant aggregates in
olution and the surfactant layer adsorbed at the surface of the
lectrode.
The size of the diffusion layer at the electrode surface prox-
mity changes with the voltage scan used. At relatively slow
oltage scans the diffusion layer grows much further towards
he solution side and further from the electrode surface. There-

m
u
[
a

ig. 4. (a) The effect of different concentrations of SDS surfactant on the absorption s
.0. (b) The effect of different concentrations of CTAB surfactant on the absorption s
(2007) 1438–1445

ore, as the scan rate increases the flux to the electrode surface
ncreases considerably. At relatively higher scan rates and in
resence of SDS that mainly aggregates at the electrode surface
nd forms a pair with the drug in electrolyte, the diffusion layer
rows less further from the vicinity of the electrode. This results
n the observed two slopes in the ipa versus ν1/2 and Epa versus
relations.
The values indicated in Table 1 for D0 show that the diffu-

ion is enhanced in presence of SDS compared to GC and that
he lowest value was in presence of CTAB. The values reported
re relative and cannot be considered as absolute, and there-
ore, further studies can be conducted using chronoamperometry
easurements.

.5. UV–vis studies

Interaction of anionic surfactant (SDS) or cationic surfactant
CTAB) and terazosin in aqueous B–R buffer solutions were
ollowed by UV–vis spectroscopy. Fig. 4a shows the effect of
ifferent concentrations of SDS surfactant on the absorption
pectrum of terazosin. Basically, the anionic surfactant SDS
howed no absorption background. The anionic character of SDS
avors coulombic forces with the drug and should lead to the for-
ation of aggregates in the solution phase. Successive aliquots

f 15 �L of 0.01 mol L−1 SDS were added to the UV–vis cuvette
ontaining 4.0 mL of 1.96 × 10−5 mol L−1 terazosin (pH 2.0).
ll the bands in the UV and visible regions at ca. 210 nm,
40 nm, and 330–340 nm (broad), decreased with each SDS
ddition. It was mentioned previously that aggregation in aro-

atic systems could be also attributed to the formation of larger

nits (possibly due to the formation of longer repeat unit chains)
27]. This “oligomerization” was due to the London–Margenau
ttractive forces between the �-electrons that is counterbalanced

pectrum of 4.76 × 10−5 mol L−1 terazosin dye in aqueous universal buffer, pH
pectrum of 4.76 × 10−5 M terazosin dye in aqueous universal buffer, pH 2.0.
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y the coulombic and Lenard–Jones repulsive forces. This
hould be accompanied with a blue-shift [27] or a red-shift [28]
n the corresponding spectra that was not observed in the present
ase for terazosin. This indicates that the charge interaction of
he drug with SDS is the main contribution to the association that
esulted in the decrease in the absorption spectra. It is important
o mention that a total of 0.09 mL SDS was added, and therefore
o dilution effect is expected to be observed on the absorption
pectra. Moreover, as the pH of solution increases the effect of
ddition of SDS on the change of the terazosin spectra decrease.

CTAB is a cationic surfactant, therefore coulombic repulsion
re expected to be significant and should result in the exclu-
ion of terazosin. Thus, as shown in Fig. 4b the successive
ddition of small aliquots, ca. 15 �L, of 0.01 mol L−1 CTAB
pH 2.0) showed no significant effect on the absorption inten-
ity bands at ca. 210 nm, 240 nm, and 330–340 nm (broad). We
ould expect that the repulsive coulombic forces between the
ositively charged amino-group of terazosin and the positively
harged ammonium group of CTAB prevent the aggregation
f the drug molecules in solution. Therefore, the only exist-
ng attractive forces competing with the repulsive ones are the
ydrophobic interactions.

The foregoing data showed that aggregation in the solution
hase takes place between the drug and the surfactant molecules

nd is mainly based on the type of charge on the drug that is
ictated by the pH of the buffer used and the corresponding
harge of the polar group of the surfactant. Secondary interac-
ions from the hydrophobic character of these species are also

i
z
a
g

Fig. 5. (a) NMR spectra of terazosin in absence of surfactants. (b) Effec
(2007) 1438–1445 1443

ossible; however they are apparently weaker than the coulom-
ic forces. The spectrophotometry data are in good agreement
ith what we obtained in the voltammetry experiments. One

mportant conclusion is that the aggregation of an electroactive
pecies is still possible at submicellar concentrations depending
n the strength of binding with the corresponding surfactant.

.6. NMR studies

NMR measurements led us to similar conclusions, and ascer-
ain to a great extent the involvement of direct interaction
etween the drug and the SDS. The proton NMR spectra of
erazosin are given in Fig. 5a. As noticed, NMR spectra of
erazosin show characteristic signals for the aromatic quina-
olinyl moiety at 6.561 ppm and 6.829 ppm, respectively. The
ultiplets between 2.0 and 2.6 ppm are attributed to the protons

f the tetrahydrofuranyl, while those between 3.6 and 4.2 ppm
re attributed to the protons of the piperazine moieties, respec-
ively. The proton peaks at approximately 4.8 ppm (of D2O) are
ttributed to the dimethoxy protons.

Therefore, the three regions of interest in which the chem-
cal shift and interactions are observed upon the addition of
urfactants are for quinazolinyl, tetrahydrofuranyl, and piper-
zine moieties, respectively. We believe that the most clearly

nfluenced environment of terazosin protons is that of the quina-
olinyl portion of the molecule as shown in Fig. 5b. The protons
re expected to be in close proximity to the interacting NH3

+

roup with the incoming polar end, in the particular case of

t of addition of SDS and CTAB on the NMR spectra of terazosin.
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DS. On the other hand, both protons of the tetrahydrofuranyl
nd piperazine moieties are equally affected by the hydrophobic
nteraction of the surfactant’s hydrocarbon chains for SDS and
TAB. In this respect, and as depicted in Fig. 5b, the shielding
nd deshielding effects experienced by the quinazolinyl protons
pon the addition of SDS and CTAB show a change in chemical
hift of +�δ= 0.59, 0.58 ppm and−�δ= 0.10, 0.17 ppm, respec-
ively. It is important to notice that the change in chemical shift
s opposite in direction upon addition of SDS and CTAB and is
ubstantially higher in magnitude in the case of SDS. Moreover,
he intensity of the signal decreased relatively in the case of
DS when compared to that of CTAB. As previously mentioned

n the electrochemical and UV–vis section, the hydrophobic
nteraction between the surfactant and drug molecule affects
he solution composition as is made clear from the noticeable
hange in the chemical shifts of protons of the tetrahydrofuranyl
nd piperazine moieties upon the addition of SDS or CTAB (cf.
ig. 5b).

.7. Applications on commercial tablets and urine

The effect of changing the concentration of terazosin, in
he presence of 1.1 × 10−4 mol L−1 SDS in pH 2.0, on the
ifferential pulse voltammograms, DPV, measured with a GC
orking electrode and an accumulation time of 300 s is given

n Fig. 6a. The following are the parameters for the DPV
xperiments: Ei = 0.45 V, Ef = 1.35 V, scan rate = 10 mVs−1,

ulse width = 25 ms, pulse period = 200 ms, and pulse ampli-
ude = 10 mV. The oxidation peak current for terazosin is linearly
roportional to the concentration of the drug in the range of
.0 × 10−8 mol L−1 to 2.4 × 10−6 mol L−1. A linear regression

I

u

ig. 6. (a) DPV of different concentrations of terazosin, insert (4.0 × 10−8 mol L−1

resence of 2.5 × 10−5 mol L−1 SDS, universal buffer (pH 2.0). (b) Standard addition
(2007) 1438–1445

elation results from the fitting with the following equation:

= (4.65 × 106)C + 0.0708 (3)

The correlation coefficient, r = 0.998, and the detection limit,
L, is 4.58 × 10−9 mol L−1 and were calculated from the equa-

ion

L = 3s

m
(4)

here s is the standard deviation (s = 7.10 × 10−3) and m is the
lope.

The above procedure was used for the determination of tera-
osin in commercial tablets both for buffered solutions and urine
amples. The commercial tablets containing terazosin, Itrin®

5 mg/tablet terazosin) were analyzed without pre-measurement
reatment. Fig. 6b shows the data generated by standard addition

ethod for the analysis of Itrin® in buffered solutions of pH 2.
he Itrin® was dissolved in buffer solution with a “start concen-

ration” of 3.78 × 10−7 mol L−1. This was calculated per mass of
5 mg containing tablet. The standard terazosin provided by the
ational Organization for Drug Control and Research of Egypt
as then injected by a micro-syringe with concentrations of
.0 × 10−7 mol L−1, 8.0 × 10−7 mol L−1, 12 × 10−7 mol L−1,
6 × 10−7 mol L−1, and 20 × 10−7 mol L−1. Data represented
re calculated from five replicates and the assay data are reported
n Table 2. A linear relationship was obtained from fitting with
he following equation:
= (5.93 × 106)C + 0.234 (5)

The same measurements were conducted successfully on
rine samples. In this set of experiments, terazosin was dissolved

to 2.4 × 10−7 mol L−1), main (4.0 × 10−7 mol L−1 to 2.4 × 10−6 mol L−1) in
plot of Itrin® in buffer pH = 2.
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Table 2
Assay data of terazosin in Itrin® in buffer pH = 2 (data from Fig. 6b)

Analyte concentration in sample
solution (g L−1) × 10−4

Spike solution Total found (g L−1) × 10−4 R.S.D. (%) Recovery (%)

Volume added (�L) Concentration (g L−1)

1.837 4.0 0.4593 3.673 1.04 100.01
3.672 5.510 0.851 100.19
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5.505
7.338
1.01

n urine to make a stock solution with 1.0 × 10−3 mol L−1 con-
entration. A 4 �L of this urine stock containing terazosin was
njected in a 10 mL buffer (pH 2). Standard addition of 4 �L of
.0 × 10−3 mol L−1 terazosin (in buffer pH 2) was made and the
orresponding DPV was measured. The calibration curve gave
straight line with correlation coefficient, r2 = 0.999, R.S.D.

%) = 1.04, recovery (%) = 100.02.

. Conclusions

In conclusion, we were able to examine the voltammet-
ic behavior of terazosin in different pH buffer solutions. The
xidation peak potential and current values were function of
H of electrolyte. The use of surfactants affects the oxidation
eak current according to the nature of charge of the surfac-
ant’s polar group. Spectrophotometric measurements showed
hat solution aggregate formation affects the surface interaction
f the adsorbed species at the electrode surface and consequently
he rate of charge transfer. NMR studies showed that predomi-
ant interactions between the drug molecule and the surfactant
re coulombic in nature and that the secondary forces are less
redominant on the electrochemical behavior. The use of sur-
actants can be applied for the analysis of drug with a direct
nalytical procedure in aqueous, drug formulations, and urine
amples.
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bstract

An on-line supported liquid membrane-piezoelectric detection system, based on a molecularly imprinted polymer (SLM-QCM-MIP) manifold,
as been developed and applied to the quantitative determination of vanillin in food samples. The analyte is extracted from a donor phase into
he hydrophobic membrane, and then back extracted into a second aqueous phase used as the acceptor solution. The quantification of vanillin was

erformed using a quartz crystal microbalance modified with a molecularly imprinted polymer (MIP). The method shows a linear range between
and 65 �M, with a relative standard deviation of ±4.8% (at 5 �M). The method was validated by analysing food samples and comparing the

esults with an SLM based on spectrophotometric quantification.
2007 Elsevier B.V. All rights reserved.
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. Introduction

Sensor technology has attracted considerable attention in the
ast two decades [1]. In particular, molecular recognition phe-
omena, which have similarities to bio-recognition systems,
ave been intensively studied for the development of chemi-
ally robust sensors with long-term stability and highly selective
apabilities. The selective enrichment of an analyte in the sen-
itive layer alters the coating in a physico-chemical manner.
arious detectable properties may be used to follow this pro-
ess of incorporation into the polymer and these include mass,
uorescence, electrical resistance and capacitance. The most
avourable sensors, however, are composed of microelectronic
ransducers, such as the quartz crystal microbalance (QCM) [2],
urface acoustic wave (SAW) [3], field-effect transistor (FET)

4] and optical devices [5].

For QCM, however, there is no specific selectivity. As a
esult, various chemicals and biomaterials have been used to

∗ Corresponding author. Tel.: +34 926295232; fax: +34 926295232.
E-mail address: angel.rios@uclm.es (Á. Rı́os).
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ic sensor; Vanillin; Food samples

odify (physically or chemically) the QCM surface in an effort
o obtain selectivity for a bulk acoustic wave (BAW) sensor.
re-coated piezoelectric crystals have been successfully applied

o biological, environmental and chemical fields [6–10]. Unfor-
unately, many systems are either not as specific as expected
or chemicals, or are not stable for biomaterials. One technique
ses molecularly imprinted polymers (MIPs) and is based on
he development of either non-covalent or reversible covalent
nteractions between a compound (print molecule) and suitable
unctional monomers during the prepolymerization step [11,12].
mprinting polymers are prepared in situ by copolymerization
f cross-linkers and functional monomers that form complexes
uring the polymerization process, producing recognition sites
ith polymeric functionality positioned to complement those of

he template molecule. MIPs have been used for the preparation
f stationary phases for chromatographic and electrophoretic
echniques, with many systems having the ability to separate effi-
iently the enantiomeric forms of peptides and drugs [13–16].

uch polymers have also been used for the quantification of
rugs in real samples using competitive binding assays [17,18].
nother area of interest concerns the use of imprinted materi-

ls as the recognition elements in biomimetic sensors [19,20].
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inally, a variety of approaches have been followed in order to
repare polymers with catalytic properties [21,22].

In particular, the application of MIPs in a QCM sensor is a
otentially attractive area [11,12,23,24]. Unfortunately, in some
ases this technique suffers from the drawback that other struc-
urally similar molecules can be held within the cavities and sites
resent in the MIP that have a selective affinity for the original
rint molecules.

The use of a hydrophobic membrane offers a way to over-
ome these problems. The most important of these techniques
supported liquid membrane (SLM) extraction [25,26] – is

ased on a three-phase system with an organic phase sandwiched
etween two aqueous phases. The organic phase is immobilized
n a porous hydrophobic membrane. The SLM technique can
e seen as a combination of a two-step LLE with dialysis. This
pproach offers a number of advantages in comparison to other
xtraction methods traditionally used for sample pre-treatment
n trace analysis. The most important characteristic is that a high
electivity and very clean extracts can be obtained along with
high degree of concentration enrichment. This fact facilitates

nalysis by removing interference and increasing the concentra-
ion of analytes to measurable levels. Other advantages are the
onvenient connection to analytical instruments and the near
otal avoidance of organic solvents.

Vanilla is one of the world’s popular flavour extracts and is
btained primarily from “Vanilla planifolia”, a species of trop-
cal climbing orchid native to Mexico. It is one of the most
idely used flavour resources in confectionery, food and bever-

ges. A wide variety of chemical techniques have been applied
o the analysis of vanilla in an attempt to identify the primary
omponents responsible for its delicate and unique flavour and
o protect the integrity, and therefore the quality, of this product
rom unscrupulous manufacturers and suppliers, who are willing
o adulterate vanilla or even pass off a completely synthetic imi-
ation product as natural [27]. The quantification method most
ften used by the flavour industry is the AOAC 964.10 method
28], which determines vanillin through a time-consuming and
aborious technique. Quantification involves absorbance mea-
urements on an alkaline solution of the extract at 348 nm, with
he vanillin absorbance depending on the final pH of the sample.
f by simple error the measurement sample of vanillin extract has
pH below 11.0, the quantification result will be significantly

ower than expected. It is also known that some compounds are
resent in the vanilla extract (e.g. 4-hydroxybenzaldehyde) that
nterfere in this method and lead to greater (10–20%) vanillin
alues than one would expect.

Several methods for determining vanillin and ethylvanillin
rom several food samples or vanilla extracts have been
escribed and involve the use of gas chromatography/mass
pectrometry (GC–MS) [29,30], high-performance liquid chro-
atography (HPLC) [31–35], capillary electrophoresis (CE)

36–39] and amperometric detections [40–43]. GC–MS meth-
ds employ the solid-phase microextraction (SPME) technique.

he analytes are extracted from various matrixes by transferring

hem from a liquid sample into SPME fibre. The SPME fibre
ust be exposed to the headspace for a prolonged time period.
herefore, the GC–MS methods have advantages in terms of

a
a
b
a

(2007) 1362–1369 1363

ensitivity and specificity, but also suffer from disadvantages in
erms of time. High-performance liquid chromatography meth-
ds also have inherent disadvantages because HPLC requires a
reat deal of time for column equilibration. On the other hand,
lthough CE is a powerful separation technique that can pro-
ide high resolution efficiency, it has a major drawback in terms
f cost. Different amperometric biosensing configurations have
een used and examples include peroxidase enzyme-modified
olid graphite and carbon-paste biosensors [41], stabilized
olymerized lipid film based biosensors [42] and chemically
odified electrodes containing immobilized bacteria [43].
In the work reported here, a new method for the determi-

ation of vanillin in food samples is proposed and involves
he use of SLM with a piezoelectric detector based on a

olecularly imprinted polymer (SLM-PZ-MIP). To the best
f our knowledge, an application based on piezoelectric sens-
ng for the determination of vanillin has not been reported
o date. In the present work, an MIP was used as the sens-
ng component and was coated onto a QCM sensor. A highly
ensitive QCM-MIP sensor was fabricated in this way. The
se of SLM coupled on-line to QCM-MIP enhances selectiv-
ty by avoiding interference from matrix constituents, such as
-hydroxybenzaldehyde, 4-hydroxy-3-methoxybenzyl alcohol
nd 4-hydroxybenzyl alcohol.

. Experimental

.1. Apparatus

The crystals used were AT-cut 10 MHz specimens with gold-
lated electrodes (0.17 mm thick and 14 mm in diameter). Prior
o use, the crystals were washed with 0.5 ml of “piranha” solu-
ion for about 5 min. This treatment was followed by rinsing
ith distilled water, ultrasonic cleaning in distilled water for
min, rinsing several times with distilled water and absolute
thanol, and drying in a nitrogen stream. The clean, dry crys-
als were coated with MIP, placed in a flow-through PTFETM

ell and clamped between two O-rings recessed into the hous-
ng; a coated crystal was exposed to the sample in a 70 �l cell.
he piezoelectric crystal and flow-through PTFETM cell were
upplied by Universal Sensors, Inc. A laboratory-made oscil-
ator circuit was connected to the electrode via platinum foil.

galvanic insulation filter was incorporated into the oscilla-
or circuit to attenuate electronic noise and improve the system
aseline. The resonant frequency was monitored with a Hewlett
ackard HP-53131A/225 MHz frequency counter that was con-
ected to a PC through an HP-IB interface (Hewlett Packard).
P-34812A Bench Link software (HP BenchLink/Meter) was
sed to acquire and store data.

The SLM unit (see Fig. 1) was similar to that used to house
he crystal. This unit was machined from two rectangular Teflon
locks (length 5 cm, height 4 cm and width 1 cm). A fluoropore
TFE membrane with an average effective pore size of 0.5 �m,

n average thickness of 175 mm and porosity of 85% was used
s a support for the organic solvent, di-n-hexyl ether. The mem-
rane was impregnated with the solvent mixture by soaking for
t least 15 min before being placed in the unit. Finally, the mem-
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Fig. 1. Schematic diagram of the manifold used for the determination of

rane was placed in a unit and clamped between two O-rings
ecessed into the housing.

A Beckman Du-70 diode array spectrophotometer equipped
ith Hellma QS flow cell (18 �l inner volume, 10 mm light path)

nd a Gilson Minipuls-3 peristaltic pump were also used.

.2. Reagents and samples

All reagents were prepared from analytical reagent
rade chemicals. Methacrylic acid (MAA), ethylene gly-
ol dimethacrylate (EDMA), vanillin, 4-hydroxybenzaldehyde,
-hydroxy-3-methoxybenzyl alcohol and 4-hydroxybenzyl
lcohol were purchased from Sigma. �,�′-Azoisobutyronitrile
AIBN) and low molecular weight poly(vinyl chloride) (PVC)
ere purchased from Fluka. Tetrahydrofuran (THF) was used

s received to dissolve PVC.
A standard stock solution of 10 g l−1 vanillin was prepared

y dissolving vanillin in ethanol. The acceptor solution was pre-
ared by mixing the same volume of 0.2 M boric acid and 0.2 M
otassium chloride and sufficient 0.2 M sodium hydroxide to
ive pH 9. Standard working solutions were prepared by appro-
riate dilution of the stock with 0.2 M H2SO4. Various vanilla
ugar samples purchased in local supermarkets were analysed.
hese samples were dissolved in 0.2 M H2SO4.

.3. Synthesis of the polymer
The procedure for synthesizing MIP involves the follow-
ng four steps (see Fig. 2): (i) choosing a template molecule;
ii) allowing functional monomers to form complexes with the

c
a
A
d

in with (a) spectrophotometric detection and (b) piezoelectric detection.

emplate; (iii) polymerizing the monomers with cross-linker
hile maintaining the complexes; (iv) subsequent washing
f polymers reveals recognition sites that can specifically
ind the template. After polymerization and removal of the
rint molecule by extraction, the resulting polymer shows
electivity towards the imprinted molecule due to both the three-
imensional structure and to the arrangement of the functional
roups of the monomer units around the template molecule.

For the preparation of the polymer, 1 mmol of vanillin (tem-
late), 4 mmol of MAA (functional monomer), 20 mmol of
DMA (cross-linker) and 0.31 mmol of AIBN (initiator) were
eighed into a 25-ml volumetric flask and dissolved in 10 ml of

hloroform. The mixture was degassed in a sonicating bath and
ushed with nitrogen for 5 min. Polymerization began within
0 min at 65 ◦C inside a thermostatted water bath and was
ontinued for 24 h. The resultant polymer was ground with a
ortar and pestle to produce a fine powder and passed through a

ieve (mesh size 44 �m). To produce anti-vanillin polymer, the
rint molecule (vanillin) was removed from the polymer pow-
er (0.5 g) by Soxhlet extraction using 150 ml of methanol/acetic
cid (9:1, v/v) over 24 h.

.4. Modification of the QCM sensor

Surface modification of the QCM was carried out as follows:
0 mg of fine polymer powder was suspended in 5 ml of THF

ontaining 10 mg of polyvinyl chloride (PVC) powder. A small
mount (5 �l) of this mixture was dropped onto the centre of the
u electrode on one side of a quartz crystal (10 MHz, 14 mm
iameter). The THF was evaporated at room temperature in air to
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Fig. 2. Schematic illustration of

ive an MIP coating on the Au electrode. The sensor was stored
n double-distilled water when not in use. The sensor experi-

ents were performed using a flow system with an optimized
ow rate of 1 ml min−1. Prior to analytical use, the sensor was
tabilised for 5 h by running a receptor solution at pH 9. Before
nd after the application of MIP as a coating material, the res-
nant frequency of the sensor was measured with a Hewlett
ackard HP-53131A/225 MHz frequency counter. The average
requency for the MIP sensors (viz. those assumed to have been
oated by MIP) was 9,976,365 Hz, whereas that for the uncoated
ensors was 9,985,501 Hz. This allowed the average amount of

IP deposited on the crystals to be determined.

.5. Vanillin extraction and spectrophotometric detection

The flow injection (FI) manifold, which is depicted in Fig. 1a,
omprised a single channel (the acceptor) flowing through the
ottom part of the membrane unit. The porous membrane used
as cut to fit in the holder and soaked for least 15 min in the

elected solvent and placed between the two blocks. The blocks
ere screwed together and the channels connected. After mount-

ng, the excess solvent was washed away from the membrane
urface with water. The acceptor solution, a pH 13 NaOH/KCl
olution, was pumped through the system in order to establish
he baseline. A volume of 0.2 ml of sample prepared in 0.2 M
2SO4 was placed on the top of the membrane, allowing direct
ontact between the sample and the membrane. After 15 min,
n which the analytes were extracted into the membrane, the
ump was switched on and the analyte was re-extracted into the

w
i
l
w

olecular imprinting procedure.

cceptor solution. When this reached the detector, the vanillin
n the acceptor stream gave rise to an absorbance signal that was
egistered by the computer.

.6. Vanillin extraction and piezoelectric detection

The flow manifold used for on-line separation and detection
f vanillin is shown in Fig. 1b, and this is based on the coupling
f the piezoelectric sensor. The first experiment involved the use
f the manifold as represented in Fig. 1a, whereas the second
xperiment employed a single detector. The acceptor solution,
ow rate, sample volume and stopped time were H3BO4/KCl
t pH 9, 1 ml min−1, 0.5 ml and 15 min, respectively. The sep-
rated vanillin was transferred into the piezoelectric flow-cell
FC-PZ), where the signal was detected, transmitted to the fre-
uency counter (F) and then recorded (PC). The desorption time
fter vanillin uptake never exceeded 10 min, which is acceptable
or a sensor. Once the measurement was made, the upper cavity
as washed with copious amounts of water. Between successive
eterminations, 0.5 ml of di-n-hexyl ether was placed in the top
f the membrane for 5 min to regenerate it. The excess organic
eagent was removed by washing with copious amounts of water
nd occasionally using a piece of paper tissue. Meanwhile, the
cceptor cavity was emptied by pumping air through the accep-
or tubing, in order to avoid carry-over effects, and then refilled

ith acceptor solution. Samples and calibration standards were

njected into the flow once the base resonant frequency (Fb)
evelled off and measurements were found to be �F = Fp − Fb,
here Fp is the maximum frequency during each run. After five
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etections, the rest of the vanillin was removed from the coating
ith methanol/acetic acid (1:1, v/v) and distilled water during
5 min.

. Results and discussion

.1. Optimisation of the method

The selection of the liquid membrane and its regeneration
rocess was based on the results of a previous study by Luque
t al. [40]. A fluoropore PTFE membrane with an average effec-
ive pore size of 0.5 �m and di-n-hexyl ether were the optimum
embrane and organic phase, respectively. The membrane was

egenerated between analyses by adding 0.5 ml of the organic
omponent onto the top membrane during 5 min.

.1.1. Effect of pH on the extraction and adsorption of
anillin in the PZ-MIP

A study of the influence of pH on the transport of the analyte
hrough the membrane was carried out using a spectrophoto-

etric configuration (Fig. 1a). The pH values of the donor and
cceptor solutions are important parameters for the optimisation
f the membrane system. The donor pH should be sufficiently
ow to ensure that the analytes are protonated – and therefore
ncharged – so that they can be extracted into the organic mem-
rane liquid. For this reason, all standard solutions were prepared
n 0.2 M H2SO4. In order to assess the influence of the pH of the

cceptor phase on the extraction, pH was varied over a wide a
ange by changing the buffer solution. The effect of the pH of the
cceptor solution is shown in Fig. 3a. Increases in the pH led to
ncreases in the signal, with a sharp maximum attained at pH 13.

ig. 3. (a) Study of pH acceptor phase using a spectrophotometric configuration.
onor phase: 0.2 M H2SO4. (b) Influence of pH on the response of the QCM-MIP

ensors.
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The binding sites of the MIP coating the QCM sensor are
ynthesized in situ by copolymerization of functional monomers
nd cross-linkers around the template molecules. In this work,
MA was employed as the functional monomer and this has

arboxyl functional groups. The binding of the template onto
mprinted polymers is due to hydrogen bonding as well as elec-
rostatic forces and charge transfer between the carboxyl groups
nd the imprinted molecules. As a result, the pH will greatly
nfluence the interactions between the analyte and the coating,
nd will consequently influence the stabilization of the sensor.
olutions of 0.2 M H3BO3 and 0.2 M KCl adjusted with 0.2 M
aOH or HCl were used to control the pH in the range 1.0–11.0

or the determination of a 5 �M of vanillin standard solution
sing the QCM sensor coated with a MIP (QCM-MIP) (without
separation with SLM). It can be seen from Fig. 3b that the

requency shift is relatively stable when the pH value is at the
ange 9–11. For pH values below 9, however, ionic and cova-
ent adsorption will be enhanced and the frequency shift will
ncrease, but the frequency of the QCM is unstable. In order to
nsure good extraction and detection in the PZ-MIP, a value of
H 9 was selected as the optimum pH for the acceptor phase and
his was used throughout the study.

.1.2. Effect of flow rate and the stopped-flow time
The flow-rate of the acceptor solution was optimised. Flow

ate values between 0.2 and 3 ml min−1 were tested using 5 �M
anillin standard solutions. The increasing acceptor flow rate in
he range 0.5–1 ml min−1 increased the frequency shift. When
he flow rate of the accepting solution was above 1 ml min−1,
he frequency shift decreased, probably due to the fact that the
nalyte quickly passes through the piezoelectric flow-cell and
he vanillin is hardly absorbed. A flow rate of 1 ml min−1 was
nally selected.

The effect of stopped-flow time on the frequency shift
as studied in the range 1–30 min. Sensitivity enhancements
ere achieved by increasing the stopped-flow time; however, a

topped-flow time of 15 min was selected in order to achieve a
easonable degree of sensitivity. A longer stopped-flow time can
e employed for samples with low concentrations of vanillin.

.2. Features of the determination of vanillin

The important values for the proposed SLM- PZ-MIP method
nd SLM-spectrophotometric method, namely linear dynamic
ange, relative standard deviation and limit of detection, are
hown in Table 1. Standard solutions of vanillin were added
nto the top of the membrane at variable concentrations and
etermined under the optimum conditions.

A calibration graph was obtained using standard solutions of
anillin over the range 1.3–65 �M. Each solution was injected in
riplicate. The linear range, intercept and slope of the curve are
iven in Table 1 along with the regression coefficient for vanillin.
he precision of the method for aqueous standards (evaluated

s the relative standard deviation obtained after analysing 10
eries’ of 10 replicates) was 4.8% at the 5 �M level of vanillin.
he theoretical limit of detection, defined as the concentration
f the analyte giving a signal equivalent to the blank signal plus
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Table 1
Analytical characteristics of the proposed method

Parameter SLM-QCM-MIP SLM-UV-VIS

Working concentration range
(�M)

1.3–65 33–657

Calibration function (log (�F)
= a log(Cvanillin) + b), (n = 3)

log(�F) = 0.6601
log(Cvanillin) + 1.079

Abs = 0.0006
(Cvanillin) + 0.0221

Standard deviation of residuals
(Sy/x)

0.0127 0.0036

Regression coefficient (R2) 0.9993 0.9995
Precision, R.S.D. (%) (n = 10) 4.8 2.5
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Fig. 4. Molecular structures of compounds used to study the selectivity of PZ-
MIP.

Fig. 5. (a) Study of vanillin selectivity for the developed sensor using analytes

T
C

M

S
S
S

Detection limit (�M) 1.14 17.51

hree times its standard deviation, was 1.14. This method shows
lear advantages in terms of sensitivity with respect to the spec-
rophotometric method described in this work and other existing
lternatives that involve the use of an electrochemical detector
40] (see Table 2).

.3. Selectivity

Molecular imprinting is a technique for the design of
iomimetic receptors. After removal of the template molecules
y extraction, MIP shows a high selectivity to the imprinted
olecules due to both the 3-D structure and the arrangement

f the functional groups of the monomer units around the
rint molecules. When the MIP sensor is applied to deter-
ine vanillin in real samples, all other substances hardly

nterfere with the determination. Structurally similar com-
ounds that are commonly present in these samples, such as
-hydroxybenzaldehyde, 4-hydroxy-3-methoxybenzyl alcohol
nd 4-hydroxybenzyl alcohol, were studied for selectivity pur-
oses. The molecular structures of these compounds are shown
n Fig. 4. These compounds were selected because they are
resent in the analysed samples and they have similar structures
o the imprinted molecule (vanillin).

The sensor responses to these molecules when they were
dsorbed directly in the PZ-MIP without SLM sample pre-
reatment are shown in Fig. 5a. The results indicate that the
nterference caused by 4-hydroxybenzaldehyde, 4-hydroxy-3-

ethoxybenzyl alcohol and 4-hydroxybenzyl alcohol is very
igh. When the membrane was coupled to a PZ-MIP, such
nterference can be dramatically reduced (Fig. 5b) because the

ompounds do not pass through the membrane under the exper-
mental conditions. The results obtained using SLM show that
his interference can be easily avoided with this methodology.

with similar chemical structures to vanillin, e.g. 4-hydroxybenzaldehyde, 4-
hydroxy-3-methoxybenzyl alcohol and 4-hydroxybenzyl alcohol. (a) Without
SLM step, (b) with SLM step.

able 2
omparison of the proposed method with other methods for the determination of vanillin

ethod Calibration range (�M) Detection limit (�M) Recovery (%) R.S.D. (%) Reference

LM-UV-Vis 33–657 17.51 103–115 2.5 This work
LM-Amperometric 657–9201 291 83–120 6 [20]
LM-QCM-MIP 1.3–65 1.14 85–115 4.8 This work
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Table 3
Analysis of synthetic solutions of vanillin (n = 3)

Concentration
added (�M)

SLM-QCM-MIP SLM-UV-Vis

Found
(�M)

Recovery
(%)

Found
(�M)

Recovery
(%)

2.0 1.7 85 – –
5.0 4.5 90 – –
7.5 8.0 107 – –

20.0 23.0 115 – –
50.0 50.5 101 49 97

100 – – 111 111
260 – – 287 110
400 – – 412 103
500 – – 574 115

Table 4
Analysis of real samples for vanillin

Samples SLM-QCM-MIP
(�g g−1)

SLM-UV-Vis
(�g g−1)

Recovery (%)

Vanilla sugar 1 113 ± 4 123 ± 4 92
Vanilla sugar 2 102 ± 3 114 ± 3 89
Vanilla sugar 3 135 ± 6 141 ± 2 96
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anilla sugar 4 80 ± 3 81 ± 4 99
anilla sugar 5 71 ± 2 73 ± 1 97

.4. Analytical applications

The applicability of the proposed method was assessed
y determining vanillin in synthetic solutions in the range
–500 �M (Table 1). The concentrations added and found
Table 3) were generally in good agreement, with a recovery
etween 85 and 115%. The proposed method was then applied
o the determination of vanillin in real samples. Food samples
ere purchased in local markets. All the samples were found to

ontain vanillin. The determination was made without any treat-
ent of the samples. The results obtained are shown in Table 4.
s in the case of the synthetic samples, the results showed a
ood agreement with those provided by the spectrophotometric
ethod described in Section 2.5.

. Conclusion

Although imprinted polymers used as biomimetic sensors
re reported to have substantially lower sensitivity than related
iosensors [44,45], the applicability of these systems in the anal-
sis of real samples has not been well demonstrated. The main
roblem arises from the interference produced by other com-
ounds present in the sample matrix that have similar structures
o the print molecule. Such compounds can be held within the
avities and sites present in the MIP that have a selective affin-
ty for the original print molecules. This methodology combines

he advantages of the SLM technique, such as analyte enrich-

ent and efficient removal of interfering matrix constituents,
ith rapidity, low cost, simplicity and sensitivity. The use of
LM greatly enhances the selectivity compared to the MIP-

[
[
[
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CM methods, thus avoiding interfering matrix constituents,
uch as 4-hydroxybenzaldehyde, 4-hydroxy-3-methoxybenzyl
lcohol and 4-hydroxybenzyl alcohol.
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bstract

In order to chacterize two kinds of typical Italian dry-sausages, namely “Salame Mantovano” and “Salame Cremonese”, the volatile composition
as determined for seven samples of “Salame Mantovano” and for five samples of “Salame Cremonese”. The study was performed by the dynamic
eadspace extraction technique (DHS) coupled with gas chromatography–mass spectrometry (GC–MS). Among the 104 volatiles identified,
erpenes, aldehydes, ketones and alcohols represented the most abundant compounds. Peak area data for all the substances from the above

entioned group was used for statistical purposes. Firstly, principal component analysis (PCA) was carried out in order to visualize data trends
nd to detect possible clusters within samples. Then, linear discriminant analysis (LDA) was performed in order to detect the volatile compounds
ble to differentiate the two kinds of sausages investigated. The data obtained by GC–MS shows that the most important contributions to the

ifferentiation of the two kinds of typical Italian salami were seven volatile compounds, i.e. 3-methylbutanal, 6-camphenol, dimethyl disulfide,
-propene-3,3′-thiobis, ethyl propanoate, 1,4-p-menthadiene and 2,6-dimethyl-1,3,5,7-octatetraene. Prediction ability of the calculated model was
stimated to be 100% by the “leave-one-out” cross-validation.

2007 Elsevier B.V. All rights reserved.

eywords: Dry-sausages; Volatile compounds; Dynamic headspace technique; Gas chromatography–mass spectrometry; Linear discriminant analysis; Principal
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omponent analysis

. Introduction

A wide variety of typical dry-sausages is produced in sev-
ral countries of Italy. These meat-based foods, that represent a
arge part of the Italian market, are greatly appreciated by the
onsumers due to their characteristic sensory properties and their
mage of traditional products.

Among them, “Salame Mantovano” and “Salame Cre-
onese” are produced in the Lombardia region, in the northern
f Italy, by rural families as well as by small and medium facto-
ies. Despite similarity in the raw matter and spices used, some
ifferences in production techniques, such as manufacturing and

∗ Corresponding author at: Dipartimento di Chimica Generale ed Inorganica,
himica Analitica, Chimica Fisica, Università degli Studi di Parma, Parco Area
elle Scienze 17/A, 43100 Parma, Italy. Tel.: +39 0521 906023;
ax: +39 0521 905557.

E-mail address: marilena.musci@unipr.it (M. Musci).
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ipening time, can be pointed out. “Salame Mantovano” is pro-
uced in the Mantova country following a traditional recipe;
he pork meat and fat are coarsely minced, according to the
riginal ancient custom, and mixed with salt (maximum 2.5%),
lack pepper (maximum 0.3%), and spices (maximum 0.3%) as
love and nutmeg. Sugars, starters and nitrate could be used.
Salame Mantovano” is mainly characterized by a rather high
ontent of garlic. Average weight is approximately 1 kg, but
maller sizes are also available. A drying stage at 12–23 ◦C for
days is followed by the ripening stage at 11–16 ◦C. Ripening

ime varies from 2 to 6 months, depending on size and ripening
onditions.

Also “Salame Cremonese”, produced in Cremona country,
s made of pure medium-fine ground pork meat and fat and con-

ains spices and garlic; sugars, starters and nitrate could also be
dded. However, with respect to the “Salame Mantovano”, the
avor is distinctive and less intense. The drying stage is carried
ut at 15–25 ◦C for a maximum of 10 days, then the ripening
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tep occurs for at least 5 weeks at 11–16 ◦C. The “Salame Cre-
onese” weight is about 500 g, the diameter 7–10 cm and the

ength 20 cm. It is characterized by cylindrical shape, slightly
rregular, and by a creamy texture at the end of the ripening.

Since 2000 “Salame Mantovano” and “Salame Cremonese”
re included in the “List of traditional foods of Lombardia coun-
ry” [1]. In order to protect the peculiar characteristics of both
hese products in the European market, some small and medium
ize production factories gathered in two Safeguarding Con-
ortia. For each kind of salami, production rules have been
roposed and the Protected Geographical Indication (PGI) has
een required. Since the PGI labeled foods must be produced
n a well defined geographical area, possessing unique human
nd natural characteristic and following well defined production
ules [2], the preservation of the authenticity of these traditional
roducts is becoming a concern of great interest. Of course, the
cquisition of the PGI label provides a large economical added-
alue to the products, so economical frauds and/or adulteration
re possible.

Since the aroma is one of the most typical features of a food,
he characterization of the aromatic profile can represent a useful
ool to evaluate the organoleptic quality and it could be used to
uarantee its authenticity [3–5]. Really, the aromatic profile rep-
esents a chemical “fingerprint” of the product, since the nature
nd the relative amount of the compounds present in the volatile
raction are distinctive features of the product.

Different techniques have been proposed for the extraction
f the volatile compounds of dry-sausages, e.g. the simulta-
eous distillation-extraction (SDE) [6–8], dynamic headspace
DHS) and purge-and-trap techniques [9–12], and more recently,
olid phase microextraction (SPME) [13]. High resolution gas
hromatography–mass spectrometry (HRGC–MS) analysis is
sually carried out for identification and quantification purposes
3,6,7,10–13].

On the basis of these remarks, our study was firstly aimed
t the characterization of the volatile fraction of “Salame
antovano” and “Salame Cremonese” with the objective of

uthenticating these traditional foods. For this purpose, the DHS
echnique coupled to HRGC–MS was used. Secondly, a super-
ised chemometric procedure, the linear discriminant analysis
14,15], was applied in order to detect the volatile compounds
ble to differentiate the two kinds of sausages investigated. This
hemometric approach has been widely reported in literature
o classification problems involving the authentication of food-
tuffs [16–19].

. Materials and methods

.1. Reagents

C6–C16 normal alkanes and boric acid (99.5% purity) were
rom Sigma–Aldrich (Milan, Italy). Diethyl ether (99.8% purity)
nd ammonium hydroxide solution were from Fluka (Buchs

G, Germany). Phosphosulfuric acid, sulfuric acid 96%, sodium
ydroxide and sodium sulfate were from Carlo Erba (Milan,
taly). Hydrochloric acid 36–38% was from J.T. Baker (Deven-
er, The Netherlands).

s
o

2 (2007) 1552–1563 1553

.2. Samples

Seven samples of “Salame Mantovano” (indicated as
N1–MN7) and five samples of “Salame Cremonese” (indi-

ated as CR1–CR5) were purchased from different producers
ollowing the production rule described in the respective regula-
ions. The number of samples analyzed, although rather small,
as to be considered representative of the reduced industrial pro-
uction, limited to about 15 producers for each type of salami.
or each sample, ripening time was about 70 days, correspond-

ng to the end of the ripening stage, being the sausages analyzed
f similar size and weight.

Samples were frozen under liquid nitrogen and ground in a
omestic blender, then stored in screw-cap glass vials at −20 ◦C
ntil analysis.

.3. Chemical composition

Water content was determined by drying samples at
00–102 ◦C [20]. Nitrogen content was determined by the
jeldahl method by using the DK6 Heating Digester and the
ineralizer UDK 130A (VELP Scientifica, Milan, Italy); pro-

ein content was estimated by multiplying the nitrogen content
y 6.25 [21]. Total fat was extracted by Soxhlet extractor SRE
48 Solvent Extraction (VELP Scientifica) using diethyl ether
22]. Each determination was performed in triplicate.

.4. Dynamic headspace extraction

2.5 g of frozen sample were placed in a 200 ml Erlenmayer
ask at 40 ◦C. Purified helium (40 ml min−1) was passed through

he system for 30 min and the entrained volatiles were adsorbed
n a glass tubes (16 cm × 0.4 cm i.d.) trap filled with Tenax TA
90 mg, 20–35 mesh) (Chrompack, Middelburg, The Nether-
ands), previously conditioned at 300 ◦C for 8 h. The volatile
ompounds were subsequently thermally desorbed and trans-
erred to the GC system by using a TCT thermal desorption
old trap (TD800, Fisons Instruments, Milan, Italy). Desorp-
ion was performed at 280 ◦C for 10 min under a helium flow
10 ml min−1) and the substances were cryofocused in a glass
ined tube at −120 ◦C with liquid nitrogen. The volatile compo-
ents were injected into the GC capillary column by heating the
old trap to 220 ◦C.

Three independent DHS extractions were performed for each
ample.

To assess possible environmental contamination, blank anal-
ses were carried out using an empty 200 ml Erlenmayer flask
ollowing the same procedure as for the samples. In addition,
n order to assess the presence of carry-over effects, the adsor-
ent trap was desorbed before and after each entire sampling
rocedure.

.5. Gas chromatography–mass spectrometry
Gas chromatography–mass spectrometry analysis of the
alami headspace was carried out using a system consisting
f a TRACE GC 2000 gas chromatograph and of a TRACE
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S quadrupole mass spectrometer (Thermo Electron Corpora-
ion, Milan, Italy). The interface and the source temperatures
ere kept at 230 and 200 ◦C, respectively. Electron impact
ass spectra were recorded at 70 eV ionization energy (scan

ime, 0.5 s; electron multiplier voltage, 350 V) scanning the
ass spectrometer from m/z 35 to 350. The carrier gas was

elium (pressure, 70 kPa). Chromatographic separation was
erformed on a fused-silica bonded-phase capillary column
upelcowax 10 (30 m × 0.25 mm; d.f. = 0.25 �m) (Supelco, Palo
lto, CA, USA). The temperature program was isothermal at
5 ◦C for 8 min, ramped to 60 ◦C at 4 ◦C min−1, then to 160 ◦C
t 6 ◦C min−1 and to 220 ◦C at 20 ◦C min−1, holding this tem-
erature for 1 min.

.6. Data analysis

The mass spectrometer data acquisition was performed using
he release 1.2 XcaliburTM software (Thermo Electron Corpo-
ation).

The identification of the volatile compounds was achieved by
omparing their mass spectra with those stored in the National
nstitute of Standards and Technology (NIST) US Government
ibrary. In addition, retention indices were calculated for each
eak with reference to the normal alkanes C6–C16 series accord-
ng to the following equation [23]:

I = 100z+ 100
(RTi − RTz)

(RTz+1 − RTz)

here RI is the retention index of the unknown peak, RTi is
he retention time for the unknown peak, RTz and RTz+1 are the
etention times for the n-alkanes that bracket the unknown peak,
is the number of carbon atoms in the n-alkane standard that

lute just before the unknown peak.
Calculated retention indices were then compared with those

tored in a proprietary database obtained by injecting 250
olatile compounds usually found in a variety of food samples
24].

In order to evaluate quantitative differences in the aromatic
rofile of the samples investigated, GC peak areas were calcu-
ated for the identified compounds.
.7. Statistical analysis

Principal component analysis (PCA) and linear discriminant
nalysis (LDA) were performed on the areas of the chromato-

3
c

l

able 1
esults of chemical composition analysis for “Salame Mantovano” samples

ample Water % Fat %

N1 33.6 ± 0.3 30.0 ± 1.1
N2 44.6 ± 0.3 27.9 ± 0.5
N3 39.6 ± 0.5 29.3 ± 1.3
N4 40.7 ± 0.3 32.1 ± 0.5
N5 39.0 ± 0.1 25.1 ± 0.4
N6 49.9 ± 0.2 25.7 ± 0.3
N7 33.4 ± 0.1 28.2 ± 0.2
2 (2007) 1552–1563

raphic peaks detected in at least four samples of “Salame
antovano” and in at least three samples of “Salame Cre-
onese”, representing, for each kind of salami, more than the

alf of the samples analyzed. Peak area data were corrected tak-
ng into account different amount of water in the samples, in
rder to consider the content of volatile compound referred to
he same amount of dry-matter. Then, data were autoscaled to

ean zero and unit variance.
Firstly, principal component analysis (PCA) was carried out

n order to visualize data trends and to detect possible clusters
ithin samples, thus providing a first evaluation of the discrim-

nant efficiency of the considered variables.
Then, forward stepwise linear discriminant analysis (LDA)

F-to-enter = 0.05) was performed in order to detect the variables
i.e. volatile compounds) more contributing to differentiate the
romatic profile of the two kinds of sausages.

The predictive ability of the calculated model was then eval-
ated by the “leave-one-out” cross-validation: each sample is
emoved one-at-time from the initial matrix of data, then the
lassification model is rebuilt and the case removed is classified
n the new model.

Statistical analysis was performed by using the SPSS package
ersion 9.0 (SPSS Italia, Bologna, Italy).

. Results and discussion

.1. Chemical composition

Results of chemical composition analysis are reported in
ables 1 and 2.

The water content in the “Salame Mantovano” samples under
nvestigation ranged from 33.4 to 49.9%; this variability can be
ttributed to different sample size and ripening conditions. Fat
ontent ranged from 25.1 to 32.1% and protein content from
1.7 to 31.7%. Production rules included in the proposed PGI
tate water content has to be lower than 50%, fat amount lower
han 35% and protein content at least 18%. For all the analyzed
amples of “Salame Mantovano” the obtained values of these
arameters are in accordance with reference values.

As for “Salame Cremonese”, the water content ranged from

1.3 to 40.1%; the fat content from 18.8 to 36.5% and the protein
ontent from 20.2 to 27.8%.

The ratios water/protein and fat/protein both have to be
ower then 2%, according to the production rules included in the

Protein % Water/protein Fat/protein

28.8 ± 0.8 1.17 ± 0.03 1.04 ± 0.05
21.7 ± 0.4 2.05 ± 0.04 1.28 ± 0.03
26.7 ± 0.4 1.48 ± 0.03 1.09 ± 0.05
21.7 ± 0.1 1.87 ± 0.02 1.47 ± 0.02
31.7 ± 0.5 1.23 ± 0.02 0.79 ± 0.02
21.9 ± 0.1 2.27 ± 0.01 1.17 ± 0.01
30.8 ± 0.1 1.084 ± 0.005 0.91 ± 0.01
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Table 2
Results of chemical composition analysis for “Salame Cremonese” samples

Sample Water % Fat % Protein % Water/protein Fat/protein

CR1 36.6 ± 0.3 29.2 ± 0.1 24.1 ± 0.3 1.51 ± 0.02 1.21 ± 0.01
CR2 31.3 ± 0.3 36.5 ± 0.1 27.8 ± 0.8 1.12 ± 0.03 1.31 ± 0.04
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R3 36.5 ± 0.3 18.8 ± 0.2
R4 40.1 ± 0.3 28.1 ± 0.2
R5 39.9 ± 0.3 30.4 ± 0.2

roposed PGI for “Salame Cremonese”. For all the samples of
Salame Cremonese” the obtained values of these parameters
re in accordance with reference values.

A statistical t-test (α= 0.05) was performed in order to com-
are mean values of all these analytical parameters between the
wo kinds of salami.

No significant differences were detected with respect to the
hemical composition of the two classes of salami, except than
or the fat/protein ratio, being significant lower for the “Salame

antovano”.
These findings allowed us to conclude that compositional

nalysis is not useful to distinguish between the types of salami
nalyzed.

.2. Volatile compounds analysis

Fig. 1 shows typical gas chromatograms of the DHS extracts
btained respectively for a sample of “Salame Mantovano” and
sample of “Salame Cremonese”.

Table 3 lists the compounds detected in at least four sam-

les of “Salame Mantovano” and/or in at least three samples of
Salame Cremonese”. Tables 4 and 5 list chromatographic peak
reas respectively for “Salame Mantovano” and “Salame Cre-
onese” referred to the compounds reported in Table 3. Owing

c
k
c
i

Fig. 1. DHS-GC–MS total ion chromatograms of (a) a “Salame Mantovano” sample
20.2 ± 0.1 1.81 ± 0.02 0.93 ± 0.01
25.1 ± 0.4 1.59 ± 0.03 1.12 ± 0.02
23.3 ± 0.2 1.71 ± 0.02 1.30 ± 0.01

o the high variability in water content, raw areas were corrected
y dividing them for the dry-matter amount.

Identification of the volatile compounds was performed by
omparing their mass spectra with those reported in the NIST
ibrary. In addition, retention indices were calculated for each
hromatographic peak and compared with those stored in a
roprietary database including about 250 volatile compounds
sually found in food matrices.

Since it is very expensive and time-consuming to inject many
ure compounds, as in the case of complex chromatograms,
etention indices can offer an effective alternative thus allowing
o distinguish among compounds producing similar spectra, as
or examples terpenes.

Compounds were considered positively identified when both
ass spectra and retention indices led to the same identification,

aking into account that a difference of 10 KI units can be con-
idered acceptable, since different commercial stationary phases
nd temperature programs were used.

In total, 90 volatile substances were identified in at least four
amples of “Salame Mantovano”, belonging to different chemi-

al classes. In particular, a total of 32 terpenes, 13 aldehydes, 11
etones, 9 alcohols, 8 aromatic hydrocarbons, 6 esters, 5 sulfur
ompounds, 4 linear hydrocarbons and 2 furans were detected
n “Salame Mantovano”.

(MN7) (b) a “Salame Cremonese” (CR5). For peak identification see Table 3.
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Table 3
Volatile compounds detected in “Salame Mantovano” and “Salame Cremonese”

Peak numbera Compound RIcalc
b RItab

c Identificationd Previous identifications

Terpenes (35)
25 Tricyclene 998 MS
28 �-Pinene 1012 1010 MS, RI [6–10,12]
29 �-Thujene 1015 1013 MS, RI [6,8–10]
34 Terpene (not identified) 1056 MS
35 Camphene 1057 1053 MS, RI [6,8–10]
36 Terpene (not identified) 1070 MS
41 �-Pinene 1096 1095 MS, RI [6,8–10,12]
42 Terpene (not identified) 1105 MS
43 1,4-p-Menthadiene 1121 MS
49 3-Carene 1149 1144 MS, RI [10,12]
51 �-Phellandrene 1164 1160 MS, RI [10,12]
52 Terpene (not identified) 1168 MS
53 �-Myrcene 1169 1167 MS, RI [6,10,12]
56 �-Terpinene 1179 1175 MS, RI [6,8–10]
60 Limonene 1197 1194 MS, RI [6,8–10,12]
61 �-Phellandrene 1198 1202 MS, RI [8,10]
63 2,6-Dimethyl-1,3,5,7-octatetraene 1204 MS
68 �-(Z)-Ocimene 1240 MS
69 �-Terpinene 1244 1240 MS, RI [6,9,10]
70 Terpene (not identified) 1248 MS
71 �-(E)-Ocimene 1250 MS [8,10]
75 p-Cymene 1269 1266 MS, RI [7–10,12]
76 �-Terpinolene 1278 1276 MS, RI [6]
77 Terpene (not identified) 1283 MS
81 Terpene (not identified) 1314 MS
82 Terpene (not identified) 1320 MS
88 Terpene (not identified) 1378 MS
90 Terpene (not identified) 1396 MS
91 Terpene (not identified) 1398 MS
92 Terpene (not identified) 1429 MS
96 2-Caren-4-ol 1457 MS
99 6-Camphenol 1468 MS

100 Copaene 1470 MS [6]
102 Linalool 1554 1554 MS, RI [6]
104 �-Caryophyllene 1592 1598 MS, RI [6,8]

Aldehydes (15)
6 Propanal 801 801 MS, RI
9 2-Propenal 840 MS

11 Butanal 883 878 MS, RI [13]
14 2-Methylbutanal 915 914 MS, RI [7,9,10,13]
15 3-Methylbutanal 920 917 MS, RI [7,9,10,12,13]
22 Pentanal 983 977 MS, RI [10,12,13]
40 Hexanal 1085 1080 MS, RI [6,7,9,10,12,13]
48 (E)-2-Pentenal 1140 1135 MS, RI
59 Heptanal 1188 1186 MS, RI [6,9,10,13]
65 (E)-2-Hexenal 1224 1225 MS, RI
79 Octanal 1292 1286 MS, RI [6,10,13]
83 (Z)-2-Heptenal 1331 MS [6,9,12,13]
93 (E)-2-Octenal 1432 1432 MS, RI [6,10,13]
98 (Z)-2-Octenal 1460 MS

101 Benzaldehyde 1529 1528 MS, RI [6,7,12,13]

Ketones (14)
7 Acetone 813 814 MS, RI [9,13]

13 2-Butanone 905 901 MS, RI [9,13]
17 3-Buten-2-one 947 953 MS, RI
21 2-Pentanone 980 980 MS, RI [9,10,13]
23 2,3-Butanedione 989 986 MS, RI [7,9,12]
27 4-Methyl-2-pentanone 1010 1008 MS, RI [12]
37 2,3-Pentanedione 1071 1071 MS, RI [9,12]
58 2-Heptanone 1187 1185 MS, RI [6,9,10,12,13]
72 3-Octanone 1255 1251 MS, RI [9,12]
78 2-Octanone 1285 1280 MS, RI [12,13]
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Table 3 (Continued )

Peak numbera Compound RIcalc
b RItab

c Identificationd Previous identifications

80 1-Octen-3-one 1300 1299 MS, RI
84 2,3-Octanedione 1335 MS
85 6-Methyl-5-hepten-2-one 1345 1340 MS, RI [9,12]
89 2-Nonanone 1394 1394 MS, RI [12,13]

Alcohols (10)
16 Ethanol 934 932 MS, RI [9,13]
30 2-Butanol 1031 1035 MS, RI [7,12]
33 1-Propanol 1052 1052 MS, RI [7,13]
47 2-Pentanol 1139 1142 MS, RI [7]
55 1-Penten-3-ol 1175 1176 MS, RI [10]
64 3-Methyl-1-butanol 1221 1215 MS, RI [7,10,12,13]
73 1-Pentanol 1262 1256 MS, RI [9,10,12,13]
87 1-Hexanol 1362 1355 MS, RI [6,9,10,12,13]
97 1-Octen-3-ol 1458 1456 MS, RI [9,10]

103 1-Octanol 1565 1561 MS, RI [12]

Aromatic hydrocarbons (9)
31 Toluene 1035 1040 MS, RI [6,7,9,10,13]
44 Ethylbenzene 1125 1125 MS, RI [6]
46 p-Xylene 1130 1127 MS, RI [6,7,9,10,13]
54 Hydrocarbon (not identified) 1176 MS
57 o-Xylene 1186 1182 MS, RI [7,9]
62 Propylbenzene 1200 1207 MS, RI [7]
66 1,2,4-Trimethylbenzene 1230 MS [6]
74 Styrene 1263 1261 MS, RI [6,7,9,10,13]
95 Dimethyl-p-styrene 1456 MS

Esters (8)
8 Methyl acetate 825 828 MS, RI [13]

12 Ethyl acetate 899 893 MS, RI [7,12,13]
19 Ethyl propanoate 960 957 MS, RI [7,9,10,12,13]
20 Ethyl isobutanoate 962 960 MS, RI
32 Ethyl butanoate 1040 1040 MS, RI [6,7,9,10,12,13]
39 Ethyl isopentanoate 1073 1068 MS, RI [7,12,13]
45 Isopentyl acetate 1127 1125 MS, RI
94 Ethyl octanoate 1440 1438 MS, RI [6,12,13]

Linear hydrocarbons (5)
1 Heptane 700 700 MS, RI [9,10,13]
3 1,2-Dimethyl cyclopentane 726 MS
4 Methyl cyclohexane 762 MS
5 Octane 800 800 MS, RI [6,9,10,13]

26 Decane 1000 1000 MS, RI [6,13]

Sulfur compounds (5)
2 Carbon disulfide 701 MS [13]

18 Allyl methyl sulfide 956 MS [6,7]
24 1-Propene-1-methylthio 997 MS [9,10]
38 Dimethyl disulfide 1072 1075 MS, RI [7,9,10,13]
50 1-Propene-3,3′-thiobis 1150 MS [6,9,12]

Furans (2)
10 2-Methyl tetrahydrofuran 876 MS
67 2-Pentyl furan 1239 1240 MS, RI [8,13]

Ethers (1)
86 Anisole 1355 MS, RI

a Peak number according to retention time.

stored

p
t
a

b Calculated RI.
c Tabulated RI (proprietary database) [24].
d Identification method: MS, identification by comparison with mass spectra
In the aromatic profile of “Salame Cremonese” 94 com-
ounds were identified in at least 3 samples. Among
hese compounds, 30 terpenes, 15 aldehydes, 14 ketones, 9
lcohols, 7 esters, 8 aromatic hydrocarbons, 4 sulfur com-

p
d

a

in NIST library; RI, identification by comparison with tabulated RI.
ounds, 5 linear hydrocarbons, 2 furans and 1 ether were
etected.

In the last years, many studies have been performed on char-
cterization of the aromatic profile of European dry-sausages
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Table 4
Chromatographic peak areas (arbitrary units) of volatile compounds identified in “Salame Mantovano”

Peak Compound Occurrence MN1 MN2 MN3 MN4 MN5 MN6 MN7

Terpenes
25 Tricyclene 5 n.d. 28 ± 6 55 ± 9 4 ± 0.4 1.6 ± 0 n.d. 49 ± 5
28 �-Pinene 7 8900 ± 700 6700 ± 1400 6300 ± 1400 930 ± 80 250 ± 40 1620 ± 240 11500 ± 1700
29 �-Thujene 7 1350 ± 173 1002 ± 133 2357 ± 433 225 ± 26 74 ± 14 385 ± 65 4293 ± 713
34 Terpene (not identified) 7 327 ± 68 113 ± 20 352 ± 54 11 ± 1.1 3 ± 0 164 ± 23 132 ± 15
35 Camphene 4 n.d. 335 ± 51 n.d. 45 ± 4 12 ± 0 n.d. 615 ± 100
41 �-Pinene 7 5423 ± 555 7217 ± 1212 7878 ± 807 912 ± 56 278 ± 29 4177 ± 453 9186 ± 1926
42 Terpene (not identified) 7 1857 ± 231 2529 ± 562 4464 ± 607 384 ± 38 128 ± 17 1082 ± 88 7870 ± 1590
43 1,4-p-Menthadiene 5 17.7 ± 0.8 33 ± 8 91 ± 25 n.d. 122 ± 15 n.d. 14 ± 2
49 Terpene (not identified) 7 7159 ± 290 10855 ± 1993 6463 ± 1485 852 ± 103 493 ± 41 3508 ± 943 7456 ± 1338
51 �-Phellandrene 7 1183 ± 172 377 ± 66 428 ± 129 87 ± 17 536 ± 48 86.7 ± 15.3 1687 ± 201
52 Terpene (not identified) 7 37 ± 9 39 ± 9 87 ± 46 4.4 ± 0.8 2.4 ± 0 34 ± 8 57 ± 4
53 Myrcene 7 1033 ± 156 1356 ± 323 873 ± 55 131 ± 20 71 ± 6 464 ± 94 2147 ± 323
56 �-Terpinene 6 n.d. 418 ± 70 822 ± 232 136 ± 19 60 ± 11 212 ± 49 2651 ± 363
60 Limonene 7 4832 ± 267 6595 ± 1291 1052 ± 131 917 ± 102 554 ± 36 3117 ± 838 10118 ± 1115
61 �-Phellandrene 7 772 ± 22 643 ± 128 51 ± 13 140 ± 21 81 ± 13 255 ± 55 2550 ± 242
63 2,6-Dimethyl-1,3,5,7-

octatetraene
6 n.d. 15 ± 10 19.2 ± 1.2 1.9 ± 0.3 1.4 ± 0.3 22 ± 3 12 ± 2

68 �-(Z)-Ocimene 5 26 ± 8 48 ± 12 78 ± 14 3.1 ± 0.7 n.d. n.d. 134 ± 24
69 �-Terpinene 7 639 ± 138 644 ± 174 1024 ± 269 127 ± 14 49 ± 5 247 ± 54 3045 ± 213
70 Terpene (not identified) 5 12 ± 5 3.3 ± 0.4 33 ± 7 0.4 ± 0.1 n.d. 14 ± 2 n.d.
71 �-(E)-Ocimene 6 n.d. 2.5 ± 0.6 22 ± 2 0.7 ± 0.2 1.1 ± 0.4 3.4 ± 1.9 101 ± 5
75 p-Cymene 7 320 ± 109 1103 ± 201 1911 ± 482 90 ± 9 59 ± 13 697 ± 163 16 ± 4
76 �-Terpinolene 6 13 ± 5 6.1 ± 1.4 13.7 ± 0.1 0.8 ± 0.3 1 ± 0 3.2 ± 1.8 n.d.
77 Terpene (not identified) 7 154 ± 54 119 ± 25 355 ± 84 28 ± 6 12 ± 1 119 ± 32 1185 ± 34
81 Terpene (not identified) 4 n.d. n.d. 14 ± 4 0.2 ± 0.1 n.d. 6.4 ± 1 5.6 ± 0.4
82 Terpene (not identified) 4 n.d. n.d. 27 ± 5 0.3 ± 0.1 0.2 ± 0.1 5.3 ± 0.6 n.d.
88 Terpene (not identified) 6 n.d. 230 ± 72 388 ± 125 23 ± 5 3.1 ± 0.4 154 ± 27 1024 ± 37
90 Terpene (not identified) 7 3.2 ± 0.8 2.5 ± 0.3 6 ± 0.6 0.4 ± 0 0.3 ± 0.2 179.6 ± 191 8.1 ± 0.6
91 Terpene (not identified) 7 23 ± 3 20 ± 2 82 ± 9 2.7 ± 0.4 2.1 ± 1.4 86 ± 7 41 ± 5
92 Terpene (not identified) 6 n.d. 3.1 ± 1 5.2 ± 1.2 0.3 ± 0.1 0.3 ± 0.3 5.2 ± 1.7 5.5 ± 1.1

100 Copaene 4 n.d. n.d. 7.3 ± 1.5 0.3 ± 0.2 n.d. 19 ± 3 4.9 ± 2.3
102 Linalool 5 n.d. n.d. 9.9 ± 1 0.2 ± 0.1 0.3 ± 0.1 18 ± 5 5.5 ± 2.5
104 �-Caryophyllene 7 5.5 ± 1.5 1.8 ± 0.4 8 ± 3.3 0.4 ± 0.3 0.4 ± 0.2 23 ± 7 24 ± 14

Aldehydes
6 Propanal 7 32 ± 9 644 ± 253 1750 ± 123 40 ± 7 16 ± 1 2194 ± 142 44 ± 5
9 2-Propenal 6 48 ± 8 99 ± 33 235 ± 21 13 ± 2 n.d. 91 ± 13 103 ± 10

11 Butanal 6 n.d. 260 ± 86 1000 ± 198 22 ± 2 9 ± 1 1093 ± 105 57 ± 5
14 2-Methylbutanal 7 105 ± 23 132 ± 41 3979 ± 756 11 ± 1 7.6 ± 1 89 ± 15 143 ± 25
15 3-Methylbutanal 6 481 ± 96 758 ± 201 n.d. 136 ± 12 38 ± 11 431 ± 65 934 ± 71
22 Pentanal 6 n.d. 1903 ± 391 5224 ± 740 238 ± 22 64 ± 18 3545 ± 286 294 ± 92
40 Hexanal 7 1267 ± 301 11255 ± 2713 27331 ± 5019 848 ± 143 355 ± 95 18653 ± 2414 584 ± 69
59 Heptanal 6 28 ± 7 86 ± 48 7454 ± 1354 13 ± 2.1 4.3 ± 2.5 778 ± 99 n.d.
65 (E)-2-Hexenal 4 n.d. 7.2 ± 0.9 79 ± 21 4.4 ± 1.5 n.d. 7.9 ± 0.6 n.d.
79 Octanal 6 3.5 ± 0.3 6.8 ± 2 149 ± 17 0.8 ± 0.1 0.7 ± 0.2 105 ± 16 n.d.
83 (Z)-2-Heptenal 6 n.d. 13 ± 6 104 ± 14 1.2 ± 0.2 0.9 ± 0.1 160 ± 23 6 ± 0.4
93 (E)-2-Octenal 4 n.d. n.d. 20 ± 2.7 0.3 ± 0.1 0.2 ± 0.7 80 ± 11 n.d.

101 Benzaldehyde 7 4.4 ± 0.6 6.8 ± 2.4 139 ± 36 0.6 ± 0.1 0.3 ± 0.3 29 ± 5 5.2 ± 0.6

Ketones
7 Acetone 7 642 ± 36 596 ± 186 1486 ± 424 82 ± 4 155 ± 29 344 ± 14 586 ± 36

13 2-Butanone 7 3268 ± 328 6297 ± 1053 6445 ± 1458 259 ± 9 16 ± 0.7 167 ± 36 4537 ± 250
17 3-Buten-2-one 4 27 ± 5 53 ± 15 126 ± 21 5.2 ± 0.5 n.d. n.d. n.d.
21 2-Pentanone 5 n.d. 165 ± 71 428 ± 114 24 ± 4 5.5 ± 0.4 197 ± 93 102 ± 60
27 4-Methyl-2-pentanone 6 33 ± 11 12 ± 2 38 ± 9 1.9 ± 0.2 1.2 ± 0.8 n.d. 44 ± 7
37 2,3-Pentanedione 7 11 ± 2 520 ± 106 1381 ± 238 77 ± 9 26 ± 8 87 ± 14 55 ± 8
58 2-Heptanone 7 24 ± 3 27 ± 6 120 ± 7 2.2 ± 0.5 2.5 ± 2 140 ± 21 23.3 ± 0.5
78 2-Octanone 4 n.d. 13 ± 18 17 ± 4 n.d. 0.3 ± 0.2 14 ± 2 n.d.
80 1-Octen-3-one 5 n.d. 4.2 ± 0.7 38 ± 6 0.5 ± 0.2 0.3 ± 0.1 34 ± 4 n.d.
84 2,3-Octanedione 5 n.d. 8.5 ± 5.2 178 ± 21 1.1 ± 0.2 2.4 ± 1 62 ± 13 n.d.
89 2-Nonanone 6 1.7 ± 0.1 n.d. 2.3 ± 0.2 0.1 ± 0.1 0.2 ± 0.4 7.8 ± 1.8 2.1 ± 0.1
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Table 4 (Continued )

Peak Compound Occurrence MN1 MN2 MN3 MN4 MN5 MN6 MN7

Alcohols
16 Ethanol 7 2532 ± 171 3263 ± 522 2196 ± 682 420 ± 48 481 ± 54 6108 ± 711 3687 ± 129
30 2-Butanol 7 5717 ± 243 924 ± 154 4847 ± 1261 229 ± 30 4.1 ± 1 63 ± 3 10960 ± 1558
33 1-Propanol 7 607 ± 60 187 ± 34 578 ± 238 19 ± 2 6.8 ± 1 285 ± 51 1270 ± 108
47 2-Pentanol 5 33 ± 2 14 ± 13 n.d. 3.6 ± 1 3.5 ± 1 n.d. 12.9 ± 1.2
55 1-Penten-3-olo 6 819 ± 164 160 ± 58 666 ± 107 8.3 ± 2.1 5.8 ± 4 777 ± 91 n.d.
64 3-Methyl-1-butanol 6 86 ± 23 873 ± 553 n.d. 89 ± 12 244 ± 67 2796 ± 586 315 ± 27
73 1-Pentanol 5 n.d. 103 ± 97 1273 ± 297 54 ± 3 45 ± 30 2462 ± 498 n.d.
87 1-Hexanol 6 n.d. 14 ± 8 88 ± 28 0.6 ± 0.1 1.4 ± 0.1 465 ± 41 3.5 ± 0.6
97 1-Octen-3-ol 7 2 ± 0.3 20 ± 10 185 ± 50 1.4 ± 0.3 1.5 ± 0.7 472 ± 47 2.8 ± 0.3

Aromatic hydrocarbons
31 Toluene 7 1205 ± 146 364 ± 60 765 ± 176 146 ± 13 36 ± 6 263 ± 72 840 ± 70
44 Ethylbenzene 7 135 ± 5 37 ± 15 196 ± 82 3.9 ± 0.6 4.9 ± 1 74 ± 3 44 ± 2
46 p-Xylene 6 82 ± 13 n.d. 94 ± 59 2.8 ± 0.9 3.6 ± 1 32 ± 4 32 ± 2
54 Hydrocarbon (not

identified)
6 17 ± 4 67 ± 11 72 ± 2 5.8 ± 4.5 n.d. 99 ± 24 22 ± 3

57 o-Xylene 7 40 ± 13 26 ± 8 61 ± 13 3.1 ± 0.3 3 ± 1 42 ± 4 32 ± 2
66 Trimethyl benzene 5 5.9 ± 1.7 2.8 ± 0.5 169 ± 31 n.d. 0.7 ± 0.1 n.d. 6.4 ± 0.5
74 Styrene 4 7 ± 0.7 n.d. n.d. 0.7 ± 0.2 1.2 ± 0.2 n.d. 1114 ± 81
95 Dimethyl-p-styrene 6 n.d. 7.4 ± 0.5 19 ± 7 1 ± 0.1 0.6 ± 0.3 34 ± 7 25 ± 6

Esters
12 Ethyl acetate 7 913 ± 133 3037 ± 587 505 ± 77 183 ± 5 285 ± 40 4341 ± 469 1148 ± 34
19 Ethyl propanoate 6 316 ± 54 279 ± 92 n.d. 5.1 ± 1.4 13 ± 3 355 ± 104 95 ± 5.2
20 Ethyl isobutanaoate 7 32 ± 7 29 ± 9 16 ± 2 44 ± 32 101 ± 36 65 ± 23 37 ± 2.4
32 Ethyl butanoate 4 n.d. 93 ± 21 n.d. 6.6 ± 0.4 30 ± 6 487 ± 31 n.d.
45 Isopentyl acetate 5 33 ± 8 36 ± 8 n.d. 2.5 ± 0.4 3.5 ± 1 90 ± 1 n.d.
94 Ethyl octanoate 4 n.d. n.d. n.d. 0.2 ± 0.1 1.2 ± 1 29 ± 6 1.4 ± 0.1

Linear hydrocarbons
1 Heptane 7 98 ± 7 367 ± 162 496 ± 154 30 ± 3 214 ± 29 1641 ± 264 161 ± 19
3 1,2-Dimethyl-

ciclopentane
6 19 ± 4 13 ± 8 n.d. 3.7 ± 0.7 6.6 ± 1 117 ± 21 20 ± 2

4 Methyl cyclohexane 5 22 ± 4 20 ± 15 n.d. 5.7 ± 1.5 7.4 ± 4 35 ± 10 n.d.
5 Octane 7 144 ± 29 701 ± 221 767 ± 75 22 ± 2 190 ± 33 1100 ± 269 169 ± 9

Sulfur compounds
2 Carbon disulfide 5 258 ± 22 380 ± 138 25 ± 4 13 ± 0.2 n.d. n.d. 313 ± 26

18 Allyl methyl sulfide 6 6519 ± 459 110 ± 36 194 ± 35 431 ± 42 300 ± 50 n.d. 7879 ± 236
24 1-Propene-1-

methylthio
5 781 ± 161 33 ± 5 n.d. 60 ± 9 20 ± 1 n.d. 218 ± 17

37 Dimethyl disulfide 6 75 ± 10 179 ± 43 n.d. 12 ± 2 19 ± 5 95 ± 56 121 ± 21
50 1-Propene-3,3′-thiobis 5 94 ± 26 53 ± 14 n.d. 10 ± 2 18 ± 6 n.d. 161 ± 19

Furans
10 2-Methyl

tetrahydrofuran
5 n.d. 208 ± 73 2132 ± 500 42 ± 6 24 ± 6 325 ± 145 n.d.
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67 2-Pentyl-furan 7 2.9 ± 0.2 3.9 ± 1.

.d.: not detected.

6,7,9,12,25,26], including typical Italian salami [8,10,11]. As
nown, the typical aroma of meat products can not be ascribed to
few compounds, but it depends on a large number of volatiles

he nature and relative amount of which can be related to the raw
atter composition, to seasoning ingredients, as spices, and to

he processing conditions including fermentation and ripening,
hus determining a “fingerprint” of the product. Meat products
roma compounds can arise from a complex pattern of chemical
eactions involving the components of the matrix, like oxidation

f unsaturated fatty acids and microbiological metabolism of
ipids, proteins and carbohydrates [9,10,12,27].

Terpenes were the most abundant class of aroma compounds
etected in both the kinds of salami. A total of 35 terpenes were

l
(
a
(

45 ± 3 0.4 ± 0.2 0.6 ± 0.1 50 ± 31 16 ± 0.3

etected; the most abundant were �-pinene, �-pinene, 3-carene
nd limonene. Terpenes can result from animal feedstuffs, but
hey mainly come from spices used in salami production, as
lack pepper (�-pinene, �-caryophyllene, 3-carene, limonene,
nd �-pinene), nutmeg (�-pinene, �-pinene and limonene) and
love (�-caryophyllene). The variability observed in the content
f terpenes can be ascribed to the different amount and kind of
pices added during the salami production.

A total of 15 aldehydes were identified in the ana-

yzed samples. Linear aliphatic aldehydes, both saturated
propanal, butanal, pentanal, hexanal, heptanal and octanal)
nd unsaturated ((E)-2-pentenal, (E)-2-hexenal, (E)-2-heptenal,
E)-2-octenal and (Z)-2-octenal), are produced during the lipid
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Table 5
Chromatographic peak areas (arbitrary units) of volatile compounds identified in “Salame Cremonese”

Peak Compound Occurrence CR1 CR2 CR3 CR4 CR5

Terpenes
28 �-Pinene 5 9961 ± 2855 404 ± 1 5605 ± 825 8742 ± 141 6100 ± 970
29 �-Thujene 4 2518 ± 1979 n.d. 418 ± 86 2694 ± 26 877 ± 219
34 Terpene (not identified) 3 154 ± 31 n.d. 90 ± 17 57 ± 18 n.d.
35 Camphene 5 583 ± 243 38 ± 4 249 ± 68 429 ± 21 285 ± 102
36 Terpene (not identified) 3 11 ± 3 n.d. 8.6 ± 1.8 n.d. 19 ± 6
41 �-Pinene 5 9495 ± 2856 1011 ± 253 5063 ± 778 5687 ± 111 6220 ± 477
42 Terpene (not identified) 4 5631 ± 1869 n.d. 539 ± 111 1483 ± 132 2365 ± 266
49 3-Carene 4 8733 ± 2533 1183 ± 244 69 ± 14 n.d. 11874 ± 1579
51 �-Phellandrene 4 654 ± 182 n.d. 258 ± 87 534 ± 27 1780 ± 351
52 Terpene (not identified) 4 46 ± 9 n.d. 43 ± 7 50 ± 6 63 ± 16
53 Myrcene 5 1438 ± 426 98 ± 35 1205 ± 14 963 ± 21 1723 ± 299
56 �-Terpinene 4 689 ± 914 n.d. 178 ± 8 828 ± 43 1137 ± 298
60 Limonene 5 7803 ± 849 669 ± 207 4907 ± 1156 4278 ± 77 7880 ± 894
61 �-Phellandrene 5 1575 ± 453 43 ± 5 248 ± 58 1700 ± 24 1290 ± 316
63 2,6-Dimethyl-1,3,5,7-octatetraene 3 24 ± 2 n.d. 32.4 ± 0.2 n.d. 14 ± 7
68 �-(Z)-Ocimene 3 138 ± 23 n.d. 92 ± 15 65 ± 4 n.d.
69 �-Terpinene 5 1873 ± 674 12 ± 2 125 ± 43 870 ± 206 1073 ± 304
70 Terpene (not identified) 5 25 ± 2 11 ± 1 18 ± 5 8.1 ± 0.8 22 ± 4
71 �-(E)-Ocimene 4 28 ± 8 n.d. 15.6 ± 0.2 6.6 ± 1.5 31 ± 24
75 p-Cymene 5 1533 ± 474 169 ± 60 771 ± 214 450 ± 134 1021 ± 370
76 �-Terpinolene 4 26 ± 7 n.d. 33 ± 11 2 ± 0.1 75 ± 48
77 Terpene (not identified) 4 717 ± 288 n.d. 106 ± 44 113 ± 7 474 ± 253
81 Terpene (not identified) 4 6.4 ± 1.5 n.d. 10 ± 9 6.1 ± 0.2 12 ± 15
88 Terpene (not identified) 5 659 ± 293 7.5 ± 0.3 416 ± 168 655 ± 46 479 ± 349
90 Terpene (not identified) 4 7.4 ± 2.7 n.d. 6.2 ± 0.9 2.7 ± 0.2 6.7 ± 3.6
91 Terpene (not identified) 4 75 ± 21 n.d. 39 ± 6 37 ± 1 52 ± 6
92 Terpene (not identified) 3 5.3 ± 1.1 n.d. n.d. 1.3 ± 0.3 5.1 ± 4.4
96 2-Caren-4-ol 3 3 ± 0.3 0.7 ± 1 n.d. 1 ± 0.1 n.d.
99 6-Camphenol 3 n.d. 5.6 ± 0.4 1.1 ± 1 n.d. 3.2 ± 2.7

104 �-Caryophyllene 3 11 ± 4 1.5 ± 2.1 n.d. 2.4 ± 1.7 n.d.

Aldehydes
6 Propanal 5 945 ± 63 2119 ± 33 621 ± 12 12 ± 2 72 ± 32
9 2-Propenal 3 199 ± 9 275 ± 2 n.d. 43 ± 4 n.d.

11 Butanal 5 566 ± 34 1139 ± 76 564 ± 0 31 ± 3 4960 ± 527
14 2-Methylbutanal 5 224 ± 19 319 ± 30 510 ± 20 190 ± 12 111 ± 17
15 3-Methylbutanal 5 2198 ± 221 1046 ± 41 2110 ± 65 2099 ± 26 1519 ± 273
22 Pentanal 5 3465 ± 381 3688 ± 41 3314 ± 95 93 ± 8 217 ± 325
40 Hexanal 5 14326 ± 2504 11829 ± 316 15312 ± 1391 686 ± 23 2131 ± 1065
48 (E)-2-Pentanal 4 24 ± 21 47 ± 15 8127 ± 2007 1802 ± 43 n.d.
59 Heptanal 5 264 ± 28 330 ± 72 199 ± 17 43.5 ± 0.7 71 ± 14
65 (E)-2-Hexenal 3 39 ± 36 84 ± 15 51 ± 7 n.d. n.d.
79 Octanal 5 40 ± 12 87 ± 53 42 ± 33 7.6 ± 0.9 48 ± 40
83 (Z)-2-Heptenal 4 79 ± 15 609 ± 510 21 ± 2 n.d. 27 ± 32
93 (E)-2-Octenal 3 15 ± 3 26 ± 18 6.5 ± 0.7 n.d. n.d.
98 (Z)-2-Octenal 3 7.4 ± 2.3 11 ± 5 2.6 ± 0.2 n.d. n.d.

101 Benzaldehyde 3 10 ± 3 7.9 ± 3 n.d. 9.1 ± 3.2 n.d.

Ketones
7 Acetone 5 618 ± 102 1160 ± 118 349 ± 24 1079 ± 109 648 ± 498

13 2-Butanone 4 3932 ± 664 4635 ± 233 3101 ± 33 2284 ± 122 n.d.
17 3-Buten-2-one 3 39 ± 3 69 ± 6 n.d. 26 ± 1 n.d.
21 2-Pentanone 5 129 ± 5 206 ± 22 154 ± 23 150 ± 22 285 ± 266
23 2,3-Butanedione 4 189 ± 11 223 ± 9 n.d. 197 ± 24 48 ± 30
27 4-Methyl-2-pentanone 5 17 ± 2 24 ± 2 70 ± 2 65 ± 30 26 ± 12
37 2,3-Pentanedione 5 1307 ± 213 423 ± 139 795 ± 25 22 ± 8 207 ± 113
58 2-Heptanone 5 35 ± 15 66 ± 19 62 ± 5 55.6 ± 0.3 20 ± 11
72 3-Octanone 3 45 ± 6 n.d. n.d. 38 ± 1 29 ± 6
78 2-Octanone 4 3.4 ± 1.3 11 ± 4 10 ± 10 2.8 ± 0.9 n.d.
80 1-Octen-3-one 3 25 ± 4 38 ± 24 13 ± 11 n.d. n.d.
84 2,3-Octanedione 5 156 ± 67 47 ± 45 62 ± 12 1 ± 0.2 37 ± 42
85 6-Metil-5-epten-2-one 4 3.6 ± 1.3 4.1 ± 2.3 2.9 ± 0.2 n.d. 9.2 ± 4.5
89 2-Nonanone 5 9.7 ± 1.3 26 ± 13 2.6 ± 0.7 5.6 ± 1.2 4.6 ± 2.9
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Table 5 (Continued )

Peak Compound Occurrence CR1 CR2 CR3 CR4 CR5

Alcohols
16 Ethanol 5 4354 ± 994 843 ± 55 2820 ± 93 3754 ± 341 4333 ± 103
30 2-Butanol 5 7633 ± 3379 4684 ± 1456 3474 ± 98 1908 ± 92 9912 ± 1014
33 1-Propanol 5 1181 ± 618 294 ± 29 496 ± 13 152 ± 34 2926 ± 497
47 1-Penten-3-ol 3 n.d. 463 ± 145 290 ± 46 n.d. 29 ± 12
64 3-Methyl-1-butanol 5 1274 ± 462 98 ± 33 312 ± 36 748 ± 29 1121 ± 302
73 1-Pentanol 4 451 ± 141 711 ± 373 407 ± 30 n.d. 21 ± 4
87 1-hexanol 5 31 ± 8 50 ± 36 13.4 ± 1.3 3.5 ± 1.2 11 ± 11
97 1-Octen-3-ol 5 74 ± 23 126 ± 114 32 ± 4 21 ± 10 13 ± 10

103 1-Octanol 3 n.d. 1.5 ± 2.1 13 ± 6 n.d. 33 ± 30

Aromatic hydrocarbons
31 Toluene 5 1301 ± 108 327 ± 41 609 ± 107 483 ± 139 1057 ± 469
44 Ethylbenzene 4 43 ± 22 n.d. 78 ± 15 64 ± 4 82 ± 17
46 p-Xylene 4 26 ± 10 n.d. 63.4 ± 1.3 40 ± 11 37 ± 24
54 Hydrocarbon (not identified) 5 48 ± 6 7.5 ± 0.2 74.3 ± 8.1 37 ± 2 24 ± 4
57 o-Xylene 5 28 ± 13 28.5 ± 1.7 34 ± 4 46 ± 6 34 ± 13
62 Propyl benzene 3 6.2 ± 5.4 n.d. n.d. 16 ± 5 7.8 ± 2.4
74 Styrene 3 4.6 ± 0.5 n.d. n.d. 5 ± 1 9 ± 0
96 Dimethyl-p-styrene 5 16 ± 5 2.2 ± 0.4 4.1 ± 1.7 4 ± 0.1 15 ± 14

Esters
8 Methyl acetate 3 144 ± 22 n.d. n.d. 62 ± 2 49 ± 5

12 Ethyl acetate 5 3075 ± 408 253 ± 20 335 ± 15 1693 ± 143 4233 ± 522
19 Ethyl propanoate 5 1353 ± 249 59 ± 5 39 ± 3 36 ± 8 63 ± 22
20 Ethyl isobutanaoate 3 24 ± 6 n.d. 36 ± 1 61 ± 9 n.d.
32 Ethyl butanoate 4 109 ± 24 45 ± 3 n.d. 80 ± 1 374 ± 154
39 Ethyl isopentanoate 3 44 ± 2 n.d. n.d. 46 ± 1 38 ± 1
45 Isopentyl acetate 4 39 ± 11 n.d. 43 ± 4 30 ± 18 35 ± 14

Linear hydrocarbons
1 Heptane 5 240 ± 46 175 ± 21 712 ± 11 328 ± 17 64 ± 46
3 1,2-Dimethyl-cyclopentane 5 27 ± 5 90 ± 1 61 ± 1 28 ± 1 12 ± 3
4 Methyl cyclohexane 3 83 ± 11 n.d. n.d. 58 ± 4 29 ± 5
5 Octane 5 196 ± 16 813 ± 18 636 ± 8 462 ± 11 389 ± 121

26 Decane 3 n.d. 12 ± 3 26 ± 7 n.d. 37 ± 13

Sulfur compounds
2 Carbon disulfide 5 225 ± 6 153 ± 14 345 ± 9 169 ± 39 97 ± 5

18 Allyl methylsulfide 4 214 ± 47 n.d. 146 ± 3 3021 ± 2 8112 ± 46
24 1-Propene-1-methylthio 4 359 ± 63 n.d. 58.5 ± 0.4 64 ± 18 322 ± 106
38 Dimethyl disulfide 5 131 ± 13 112 ± 23 63.4 ± 0.5 6 ± 0.9 48 ± 7

Furans
10 2-Methyl tetrahydrofuran 3 261 ± 54 832 ± 72 212 ± 29 n.d. n.d.
67 2-Pentyl-furan 5 17 ± 3 35 ± 13 34 ± 8 6.5 ± 1.4 26 ± 11

Ether
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87 Anisole 3 n.d.

.d.: not detected.

xidation. Hexanal, that can be considered as a marker of the oxi-
ation process, is the most abundant saturated linear aldehyde,
hus confirming the results already observed in Italian salami
8,10,11,25].

Branched short-chain aldehydes as 2-methylbutanal and 3-
ethylbutanal, the presence of which is involved in dry-sausage

roma [25], are produced by Strecker degradation of the amino
cids isoleucine and leucine. Finally an aromatic aldehyde, ben-
aldehyde, was found in most of the analyzed salami; it is

onsidered to be one of substances that gives specific flavor
otes in pork meat [6,28].

Fourteen ketones were identified in salami volatile fraction;
hey were mainly 2-methyl ketones from C4 to C9 (2-hexanone

l
1
h
l

2 ± 1.1 8.9 ± 7.1 4.8 ± 0.7 n.d.

as not reported in the Table 3 since it was present only in few
amples), formed by �-oxidation of fatty acids. As linear alde-
ydes, also 2-methyl ketones are responsible for dry-sausage
roma [25]. Other ketones were the diketones 2,3-butanedione
diacetyl), 2,3-pentanedione and 2,3-octanedione, characterized
y a buttery-creamy flavor, that are produced during the Mail-
ard reaction. 1-octen-3-one was identified for the first time in
his work in dry-sausages volatile fraction.

Twelve alcohols were identified; they were mainly aliphatic

inear alcohols (2-butanol, 1-propanol, 2-pentanol, 1-pentanol,
-hexanol and 1-octanol) resulting from degradation of lipid
ydroperoxides [10]. 1-octen-3-ol, an alcohol produced during
ipid oxidation with a characteristic mushroom note and a very
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evaluated by the “leave-one-out” cross-validation in order to
determine the stability of the model. During the validation pro-
cedure each sample is removed one-at-time from the initial
matrix of data; then the classification model is rebuilt and the

Table 6
Standardized canonical discriminant function coefficients and classification
function coefficients

Peak Compound Coefficient “Salame
Mantovano”

“Salame
Cremonese”

15 3-Methylbutanal 19.826 −1513.967 2119.554
99 6-Camphenol 17.801 −809.717 1133.604
19 Ethyl propanoate 5.608 −213.604 299.045
43 1,4-p-Menthadiene 2.706 −116.239 162.735
63 2,6-Dimethyl-1,3,5,7-

octatetraene
−1.932 73.039 −102.255
562 F. Bianchi et al. / Tala

ow sensory threshold, has been previously detected in meat
roducts [9,10].

Eight esters, mainly ethyl esters (ethyl acetate, ethyl
ropanoate, ethyl isobutanoate, ethyl isopentanoate and ethyl
ctanoate), were identified in the analyzed salami samples. Ethyl
sters are usually present in fermented meat products, contribut-
ng with a fruity note to the flavor [25]. They could be produced
rom alcohol oxidation or from esterification of alcohols and
cids [12].

Linear and aromatic hydrocarbons, formed during rearrange-
ents of lipid oxidation products, poorly contribute to sausages

roma due to their high threshold value.
Five sulfur-containing compounds were identified, the most

bundant being allyl methyl sulfide. Aliphatic sulfur compounds
erived from garlic are important aroma compounds since
hey are characterized by very low sensory threshold. Other
ulfur compounds, as 1-propene-1-methylthio and 1-propene-
,3′-thiobis, probably derive from reaction between garlic and
eat components [11], since they have been previously identi-
ed in other dry-sausages [6,9–12], but they were not detected

n garlic volatile fraction.
Also furans, as 2-pentyl-furan, a product of the linoleic acid

xidation, have been detected in sausages and cooked pork [8].

.3. Statistical analysis

Statistical analysis was performed by running first PCA and
fter LDA. PCA is an unsupervised statistical method, allowing
o describe the behavior of the data without the constraint of
nitial assumptions on samples. Analyzing the whole set of data,
even principal components were needed to explain about 90%
f the total variance. However, PCA did not reveal useful in the
iscrimination of the samples investigated, since clusters of them
ere not clearly detected. Better results were obtained when
ariables were divided into groups corresponding to chemical
lasses. For example, considering the class of aldehydes, the
rst two PCs, accounting for the 68% of the variance, allowed

o group the samples according to their kind (Fig. 2).
A linear discriminant analysis (LDA) [14,15] was then

pplied in order to calculate a discrimination function for the
lassification of samples in the corrected group and to find the
ost useful variables in the differentiation between the two

lasses of salami.
LDA is a supervised chemometric method widely used for

lassification purposes. This method minimizes the variance
ithin categories and maximizes the variance between cate-
ories. LDA renders a number of orthogonal linear discriminant
unctions equal to the number of categories minus one; when
wo classes are considered, one linear discriminant function is
btained. The importance of each variable in discrimination was
nvestigated by analyzing their coefficients in the discriminant
unctions. In addition, the calculation of the values of these func-
ions for each sample makes it possible to allocate it to the group

or which the probability of belonging is highest.

According to the standardized discriminant coefficients,
even variables were found able to discriminate between the
wo considered groups, the most important variables for char-

3
5

Fig. 2. PC1 vs. PC2 score plot for aldehyde peak area data.

cterizing the groups being those with the highest standardized
iscriminant coefficient (Table 6).

They were in descending absolute value: 3-methylbutanal,
-camphenol (present only in “Salame Cremonese” samples);
imethyl disulfide and 1-propene-3,3′-thiobis, both contributing
ith a negative sign (the latest one identified only in “Salame
antovano” samples); ethyl propanoate; 1,4-p-menthadiene

present only in “Salame Mantovano” samples) and finally 2,6-
imethyl-1,3,5,7-octatetraene. Table 7 summarizes the results of
he classification matrix of the LDA model, obtained for all the
amples and separated for class. Fig. 3 shows the discriminant
unction for “Salame Mantovano” and “Salame Cremonese”.
he discriminant function allowed the correct classification of

he 12 salami samples into their respective group with a success
ate of 100%, so achieving a perfect discrimination (Table 7).

The prediction capacity of the discriminant model was
8 Dimethyl disulfide −9.798 364.516 −510.323
0 1-Propene-3,3′-

thiobis
−5.843 248.393 −347.751

Constant −761.717 −1492.784
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Table 7
Classification and cross-validation results

Predicted group membership

“Salame Mantovano” “Salame Cremonese”

Original model
“Salame Mantovano” 100% 0
“Salame Cremonese” 0 100%

Cross-validated model
“Salame Mantovano” 100% 0
“Salame Cremonese” 0 100%

100% of original cases correctly classified.
100% of cross-validated cases correctly classified.
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ig. 3. Canonical discriminant function for (a) “Salame Mantovano” and (b)
Salame Cremonese”.

ase removed is classified in this new model. The results of
ross-validation analysis are reported in Table 7.

The results obtained from LDA can be considered very satis-
actory, since they allowed to select a small number of volatile
ompounds able to classify and differentiate, on the basis of
heir geographical origin, two kinds of dry-sausages produced
n a limited area in Northern Italy.

In addition, these results can be useful to detect possible
dulterations and falsifications.
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bstract

An extensive study was carried out in coal samples coming from several origins trying to establish a relationship between nine coal properties
moisture (%), ash (%), volatile matter (%), fixed carbon (%), heating value (kcal/kg), carbon (%), hydrogen (%), nitrogen (%) and sulphur (%)) and
he corresponding near-infrared spectral data. This research was developed by applying both quantitative (partial least squares regression, PLS) and
ualitative multivariate analysis techniques (hierarchical cluster analysis, HCA; linear discriminant analysis, LDA), to determine a methodology
ble to estimate property values for a new coal sample. For that, it was necessary to define homogeneous clusters, whose calibration equations
ould be obtained with accuracy and precision levels comparable to those provided by commercial online analysers and, study the discrimination
evel between these groups of samples attending only to the instrumental variables. These two steps were performed in three different situations

epending on the variables used for the pattern recognition: property values, spectral data (principal component analysis, PCA) or a combination of
oth. The results indicated that it was the last situation what offered the best results in both two steps previously described, with the added benefit
f outlier detection and removal.

2007 Elsevier B.V. All rights reserved.
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. Introduction

The demand for electricity at the lowest possible cost has
ed to the development for online analysers able to provide fast
nd representative information about coal feed in a power plant
1–3]. Real time information on coal quality helps efficient man-
gement of coal stockpiles and improves plant performance.
hus, traditional methods consisted of laboratory analysis using
tandard methods are substituted by several techniques, some
f them, based on nuclear, capacitance, microwave or ultrasonic
nergy [4–6]. These techniques are characterized for relying
n the inorganic coal constituents to further extrapolate for the
alculation of the other coal properties. Really useful for coal
atches of the same origin, the usual practice of blending coals

o fulfil environmental regulations [7] prevents its widespread
se in coal burning power plants.

∗ Corresponding author. Tel.: +34 976 73 39 77; fax: +34 976 73 33 18.
E-mail address: jmandres@carbon.icb.csic.es (J.M. Andrés).
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ession (PLS); Hierarchical cluster analysis (HCA); Linear discriminant analysis

In order to find an alternative technique, several research
orks present Fourier transform diffuse reflectance infrared

pectroscopy (DRIFT) as a proper technique able to charac-
erise scattering samples with very little preparation and a high
ignal-to-noise ratio (SNR) in a non-destructive way. These
dvantages were detailed by Fuller and Griffiths [8] when they
sed this optical technique to the measurement of powder sam-
les, subsequently applied in the analysis of coal blends [9,10].
ther applications for quantification of functional groups fol-

owed [11] and the full characterization of thermal coals was
ttempted by applying multivariate calibration techniques to the
id infrared spectra [12–16] with relative success.
Advances in data acquisition and processing computer pack-

ges allowed the use of DRIFT-near infrared spectroscopy
17,18] to characterise coal samples and, lately, modified
RIFT-near IR spectra have been correlated with coal proper-

ies such as moisture, volatile matter, oxygen content, maximum

uidity temperature and solidification temperature, by the appli-
ation of multivariate calibration [19].

Once demonstrated the adequacy of the technique to the coal
nalysis, the object of this study is the establishment of a method
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ble to estimate coal property values (moisture, ash, volatile
atter, fixed carbon, heating value, carbon, hydrogen, nitrogen

nd sulphur) for an unknown sample attending only to its DRIFT-
ear IR spectral data.

For that, a wide and diverse coal sample set was analysed
nd correlated to near-infrared spectral variables [20], obtaining
elatively good precision. In the same paper, the application of
his technique to a more homogeneous set of samples, referred
o its origin, showed that most of the properties could be deter-

ined with better reproducibility analysis results. Nevertheless,
ecause of the origin of the coal is sometimes unknown, coal
amples were grouped into six clusters following the ASTM
388 reference norm [21] for coal classification covering from

ignite B to anthracite coal samples. The improvement of the
rediction error compared with the obtained for the whole set
f samples was proved [22]; however, the clusters could not
e differentiated in a reliable way, neither by soft independent
odelling of class analogy (SIMCA) nor linear discriminant

nalysis.
As a consequence of that, there is a major interest in estab-

ishing other coal sample groups based on different variables
eading to an adequate calibration equation accompanied by a
roper differentiation between the clusters when spectral data
ere used.
In this way, three situations have been studied depending

n the independent variables used in the hierarchical clustering
rocess: laboratory coal analysis values, spectroscopic near-IR
ariables or a combination of both.

Once established the clusters and defined the calibration
quations for all the coal properties, coal samples are classi-
ed attending only to its spectral data to study the capability of

he system to discriminate properly among the groups. An ade-
uate classification process would be the first stage in a feasible
stimation of coal properties for a new coal sample.

. Experimental

.1. Coal samples

One hundred and forty-two samples of coal from different
uppliers were used. Some of them are raw coal samples com-
ng from mines and other from power stations. All of them
ollow the specifications for pulverized coal burners, attend-
ng to a controlled particle size [23], typically: 98% < 300 �m;
5% < 150 �m; 75% < 75 �m. They were analysed for moisture,
sh, volatile matter (VM), fixed carbon (FC), heating value (HV),
arbon, hydrogen, nitrogen and sulphur by the usual ISO/ASTM
tandard methods [24–29]. The statistical results, minimum,
aximum, mean property value and standard deviation of the

ull set of samples analyses are presented in a previous work
20].

.2. Data acquisition and multivariate statistical analysis
NIR spectra were acquired by using an ATI Mattson Infin-
ty Series FTIR spectrometer equipped with a tungsten-halogen
ource, quartz beamsplitter and an InGaAs detector. The sample

T
t
v
c
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as placed in a diffuse reflectance sample cup and the instrument
as controlled by the WinFIRST 3.5 software package by Matt-

on Instruments. Spectra obtained were the result of co-adding
2 scans over the range 1100–2500 nm performed at 1 cm−1 of
igital resolution.

All the spectra were acquired in absorbance mode, viz.
og (1/reflectance), subsequently pre-processed mathematically
n order to reduce extraneous effects such as differences in sur-
ace roughness or particle size [30] and to study the correlation
etween the modified spectral data and the coal properties in the
alibration models.

Pre-treatment spectra and multivariate techniques were per-
ormed with The Unscrambler v9.1, from CAMO, whereas
ierarchical cluster analysis (HCA) and linear discriminant anal-
sis (LDA) were implemented using SPSS v12.0 for Windows.

. Results and discussion

A wide and varied group of samples were considered for the
tudy, with significant differences both in analytical and spectral
alues [20]. These differences were the basis of the constitution
f homogeneous clusters with the aim of improving the cali-
ration and prediction errors for each coal property after the
pplication of the appropriate calibration model.

In that way, the analysis of a new coal sample would be
ivided in three steps: spectrum acquisition; sample classi-
cation based on the obtained spectrum and coal property
etermination by applying to the spectrum the calibration
ethod established for that group. The fully establishment of

he analytical method would be achieved by studying the fol-
owing stages: the definition of the groups, the determination of
ppropriate calibration methods for every property and group
reviously defined and finally, the development of a successful
ssignation methodology able to classify each sample with high
ensitivity and specificity to its corresponding group.

In this paper, the definition of the groups examines three
ituations depending on the variables used in the hierarchical
lustering process [31]: laboratory coal property values (Situa-
ion A), DRIFT-near spectral data (Situation B) or a combination
f both (Situation C). These three situations were processed sim-
larly by using the Ward’s minimum variance algorithm [32] and
he squared Euclidean distance as centroid-linkage measurement
o create the clusters.

Independently, each situation presented the corresponding
oal distribution dendrogram plot and, consequently, calibra-
ion models were applied by partial least squares regression
PLSR). To decide the final number of clusters the reduction
f the hydrogen content prediction error [20] determined by the
oot mean squared error of cross-validation (RMSECV) was
ollowed along the clustering process.

Once defined the clusters, a supervised linear discriminant
nalysis [33,34] was applied to evaluate the discriminating
apacity of the spectral variables in the clusters differentiation.

he development of this methodology requires a reduction of

he dimensionality as LDA cannot deal with the high number of
ariables provided by the spectra. Thus, two possibilities were
onsidered for each situation: (i) the scores obtained by apply-
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ig. 1. Relative root mean squared error of cross-validation (RMSECV)
btained for hydrogen (%) content along the splitting process. Intermediate
roups are labelled with letters whereas final groups are those in numbers.

ng a principal component analysis (PCA) [35], which needs
hree principal components to account for 99.86% the explained
ariance using log (1/R) data, and (ii) the scores produced by
discriminant PLS2, where it calibrates for group membership

nstead of a continuous variable. In this situation, a 0/1 variable
s defined for each group. It has value equal to 1 when the sample
elongs to the group and 0 elsewhere [36]. The results for each
ituation are detailed below.

.1. Situation A: coal properties as clustering variables

.1.1. Phase I. Grouping
According to the methodology previously indicated, a prop-

rty coal matrix (142 × 9) as a whole was considered for
he hierarchical process. All the variables included in the

atrix were referred in percentage units, assigning 100% for
0,000 kcal/kg in the case of heating value (gross calorific
alue).

Fig. 1 shows how the prediction ability of hydrogen content
%), referred to the cluster mean property value, varies as the
lusters number increases. In this plot, big black points indicate
he cluster that is divided in each step whereas grey points rep-
esent the final groups. The splitting process progresses until the
ew clusters do not present significant differences – checked by
isher’s test – in comparison with the previous cluster or when

he cluster is too small to be divided.
In this case, it has constituted four intermediate groups (B,

, D and E) that progressed to six final ones. Although the first
ivision was characterized for separating low rank coals (group
, 101 coal samples) from high rank coals (group E, 41 coal

amples) with hardly a hydrogen calibration improvement, the
ollowing splits led to more homogenous sample sets with abso-
ute error values significantly lower than the whole sample set,
xcept for the group 6. It is worth highlighting that the samples
ncluded in this group were considered as outliers when the full
oal sample set was studied as a whole in a previous work [20].
his fact led to more precise results for the rest of the groups
nd to the discrimination of a potential outlier within a new coal

ample set, for its subsequent rejection.

On the other side, group 2 formed by raw and blended coal
amples showed similar prediction ability than the full sample
et, group A, the system not being able to recognize more dif-
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erences between these coal samples with regard only to their
roperty values.

Finally, groups 1, 4 and 5 were those with better results while
roup 3, consisted of lignite coal samples, presented an abso-
ute error value quite low (0.4%) increasing to 17.6% when the
luster mean property value was taken into account.

The statistical results obtained for each cluster are presented
n Table 1 in order to know all the groups in-depth.

.1.2. Phase II. Calibration methods
Once the clusters were defined, the study was extended to

he rest of the coal properties at the same time as several mathe-
atical pre-treatments were applied to spectral data in order to
inimize the effect of physical features of the samples in the

alibration. Among all possible pre-treatments, the most com-
only used ones to correct the spectral variations were used in

his work: baseline offset, range normalization, baseline offset
ollowed by range normalization and full multiplicative scatter
orrection, MSC [37]. All the pre-treatments were applied to the
ifferent spectral data group corresponding to each cluster.

Even though group 6 contained the formerly determined out-
iers, it is noteworthy that the detection of outliers was done
ndependently for each different cluster. Samples with high
everages or studentized residual values over ±3 were some
f the criteria considered for the selection of anomalous coal
amples in each group [38]. In these cases, the deletion of each
utlier must be considered subjectively.

All the errors obtained after applying PLS regression are
hown in Fig. 2. In this plot, the bars correspond to the pre-
iction error, expressed in percentage error around the cluster
ean, RMSECV (%) given by the different spectral data pre-

reatment, whereas the line represents the error for the full set
f samples. This line shows the errors obtained when baseline
ffset/normalization pre-treatment was applied, considered the
est result for the whole set of samples [20].

Generally, properties related to inorganic coal matter, such as
sh and sulphur content, show the highest prediction error values
ue to the low absorption coefficient this compounds present in
IR region. Moreover, sulphur and nitrogen are variables with

uccessful absolute error values that turn into prediction abilities
ut of usefulness when they are expressed as relative errors.

The results obtained for moisture calibration were not suit-
ble despite the feasibility of the technique [39]. This property
resents the most important variations along the clusters in rela-
ion to the origin of the moisture content. The moisture included
n coal samples is present in different states: free, physisorbed,
hemisorbed and hydration water in minerals. The determina-
ion of moisture measures only water in the first three states
hile NIR measures the full water content. This divergence is
ore pronounced in coal samples with a low moisture content

groups 1 and 4) in contrast to low rank coal sample (group 3)
ith a higher moisture content where the main increment is due

o free, physisorbed and chemisorbed water components.

Finally, properties related to organic coal matter, such as

olatile matter, fixed carbon, heating value and carbon content,
resent the best results for all the clusters but group 3 (lignite
ample coals) and 6 (outliers). Among them, it is worth high-
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Table 1
Statistical results for each cluster and property value compared to the full sample set

All (142) Cluster 1 (25) Cluster 2 (26) Cluster 3 (7) Cluster 4 (16) Cluster 5 (63) Cluster 6 (5)

Moisture (%) Mean 11.20 5.92 10.22 35.30 1.36 13.96 5.59
S.D. 7.32 3.37 1.08 1.15 0.54 1.99 2.32

Ash (%) Media 13.46 11.57 27.23 23.33 7.36 5.75 54.15
S.D. 12.22 3.37 7.23 5.91 2.37 1.86 12.88

Volatile matter (%) Mean 35.07 28.49 32.68 22.31 28.91 42.96 18.66
S.D. 8.58 3.76 3.79 2.52 8.68 1.65 5.23

Fixed carbon (%) Mean 40.27 54.02 29.87 19.04 62.37 37.34 21.59
S.D. 12.95 3.13 5.20 4.39 7.65 1.76 13.91

Heating value (kcal/kg) Mean 5152.60 6478.83 4044.54 2590.57 7570.03 5007.49 1962.80
S.D. 1423.41 301.74 576.01 578.21 368.28 204.79 503.42

Carbon (%) Mean 54.95 67.54 43.44 27.30 78.21 54.47 22.17
S.D. 14.16 2.59 5.30 5.82 2.61 1.67 5.42

Hydrogen (%) Mean 4.28 3.97 3.72 2.35 4.54 4.96 2.11
S.D. 0.95 0.53 0.50 0.36 1.09 0.27 0.62

Nitrogen (%) Mean 0.90 1.47 0.62 0.42 1.37 0.77 0.34
S.D. 0.41 0.24 0.16 0.06 0.34 0.14 0.11

Sulphur (%) Mean 0.91 0.95 1.72 1.75 0.86 0.49 0.88
S.D. 0.99 0.88 1.64 0.34 0.57 0.46 0.62

These clusters are obtained considering property values as independent variables in the hierarchical process. The number in brackets refers to the samples corresponding
to each cluster.

Fig. 2. RMSECV (%) obtained for each cluster (Situation A) and coal property after applying different pre-treatment: the first bar corresponds to original spectra
followed by baseline correction, baseline/normalization, normalization and MSC. The line represents the error for the full sample set.
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Table 2
Percentage of samples correctly classified depending on the covariance matrix

Method PC Covariance matrix

Separate-groups Within-groups Within-groups
cross-validation
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Table 3
Principal component analysis explained variance depending on the spectral data
matrix

PC Explained variance

No pre-treatment (absorbance) Baseline offset/normalization

X-Calibration X-Validation X-Calibration X-Validation

1 99.158 99.131 78.587 78.239
2 99.676 99.648 87.914 87.354
3 99.882 99.861 94.437 94.167
4 99.917 99.893 97.611 97.421
5 99.935 99.904 98.571 98.436
6 99.949 99.908 98.859 98.711
7 99.957 99.915 99.023 98.876
8 99.962 99.918 99.108 98.882
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tral data as independent variables. A 142 × (9 + 3) matrix was
introduced, referring to 142 coal samples, 9 coal properties
and 3 principal components from a PCA in log (1/R) units. As
explained before, in this situation eight final clusters were estab-
CA 3 83.1 78.9 78.2
LS2-0,1 4 87.3 83.8 81.7

ighting the results obtained for heating value calibration, below
% in three clusters.

Focusing on the different spectral modifications, it can be
bserved different behaviour for each of the groups. It seems to
e quite similar the results obtained for groups 1, 4 and 5, partic-
larly for those properties related to organic matter compounds,
hereas the rest of the clusters present a major dependence on a

ertain mathematical pre-treatment. The spectral homogeneity
f the clusters and its relationship with the different proper-
ies may be some of the factors that lead to the use of a given
re-treatment.

.1.3. Phase III. Classification
After calculating the discriminant functions, the samples

ere classified in order to check the sensitivity and specificity
f the system. Table 2 shows the percentage of samples cor-
ectly classified considering separate-groups, within-groups and
ross-validation leave-one-out within-groups covariance matrix
omputing prior probability from group sizes in each case. The
esults conclude that the use of principal components as inde-
endent variables, selected after a discriminant PLS2, increase
he percentage of samples correctly classified regardless of the
ovariance matrix applied. Even so, group 6 presents a very low
ensitivity, 40%, interfering with the new outliers identification.
t is important the overlapping between group 1 and 4 leading
o sensitivities of 84% (group 1) and 62.5% (group 4). On the
ontrary, group 3 is highly sensitive, 100%, useful for the calibra-
ion of moisture and finally, group 5 consisting of subbituminous
ample coals is quite sensitive, 96.8% and it is interesting in the
etermination of properties related to organic matter coal, such
s volatile matter, heating value and carbon content.

In order to improve the discrimination and classification
rocess, another situation was studied taking into account
xclusively spectral data as independent variables for the estab-
ishment of a new set of clusters in hierarchical analysis.

.2. Situation B: spectral data as clustering variables

Since the discrimination and classification process for a new
oal sample is developed according to its near spectral data,
e consider the approximation of studying the influence that

nstrumental variables present in the hierarchical process.
For that, a PCA was used to reduce the dimensionality of
he data matrix prior to the clustering process. Both spectral
ata in absorbance and baseline/normalization pre-treatment
ode were considered. Table 3 shows the increasing explained

ariance corresponding to each case, wherein it is worth empha-
F
f

9 99.965 99.918 99.192 98.935
0 99.969 99.919 99.254 98.941

izing that absorbance mode PCA was decomposed in a fewer
umber of principal components able to explain a higher per-
entage of information. So, three principal components were
ecessary to account for 99.86% explained variance when
og (1/R) scores were studied. Nevertheless, spectral variables
eemed to be insufficient for the distinction between the samples
eading to unsatisfactory results. When the prediction ability for
ach cluster was compared to those obtained for other methods
ASTM [22] or prior Situation A – the errors turned out to be

igher as it is shown in Fig. 3.
However, spectral data would be interesting to make more

recise the establishment of coal groups in combination with
oal properties, facilitating the difference between the groups in
he classification step.

.3. Situation C: coal properties and spectral data as
lustering variables

.3.1. Phase I. Grouping
A way to introduce subtle distinctions into the hierarchical

lustering process was combining coal properties with spec-
ig. 3. Comparative between hydrogen (%) error determinations for three dif-
erent situations.
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ig. 4. Relative root mean squared error of cross-validation (RMSECV)
btained for hydrogen (%) content along the splitting process. Property coal
alues and spectral data are combined for hierarchical cluster analysis.
ished attending to hydrogen content calibration, as it is shown
n Fig. 4. As above, big black points indicate the cluster that
s divided in each step whereas grey points represent the final
roups. Moreover, a discontinuous line indicates the moment
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ig. 5. RMSECV (%) obtained for each cluster (Situation C) and property after applyi
y baseline correction, baseline/normalization, normalization and MSC. The line rep
ta 72 (2007) 1423–1431

hen spectral data contribute in the process. These spectral
ariables have an effect on the clusters constitution with the
xception of cluster 5, mainly defined by coal’s analytical val-
es. From that moment on, it is observed the establishment of
luster 2 (blended coal) and 6, both proceeding from the prior
luster 2 (Situation A), as well as several coal sample inter-
hanges between clusters 1 and 4. In addition to that, few coal
amples are selected to constitute cluster 8 (outliers-high rank
oals) whereas cluster 7 (outliers-low rank coals) and 3 remain
s in Situation A.

.3.2. Phase II. Calibration methods
Once defined the clusters, PLS calibration models were
eveloped for all the coal properties considering likewise
he mathematical pre-treatments previously indicated. The
MSECV (%) corresponding to each situation is shown in Fig. 5.
enerally, the system presents determination errors quite dis-

ng different pre-treatment: the first bar corresponds to original spectra followed
resents the error for the full sample set.
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Table 4
Best results for calibration and prediction error obtained for each group

Cluster (samples) Property Pre-treatment Mean RMSEC RMSEC (%) RMSECV RMSECV (%) PC

1(20) Moisture Baseline/norm. 6.41 1.34 20.92 1.79 27.95 2
Ash Baseline/norm. 12.47 1.60 12.83 1.82 14.60 1
Volatile matter Baseline/norm. 27.18 1.27 4.67 1.74 6.40 3
Fixed carbon Baseline 53.95 2.22 4.12 3.26 6.04 3
Heating value Baseline/norm. 6387.74 120.50 1.89 156.80 2.45 2
C Baseline/norm. 66.82 1.33 1.99 2.07 3.10 3
H Baseline/norm. 3.80 0.13 3.42 0.17 4.48 3
N Baseline/norm. 1.47 0.10 6.82 0.11 7.50 1
S MSC 0.84 0.40 47.51 0.49 58.20 2

2(5) Moisture Baseline/norm. 10.49 0.30 2.86 0.66 6.29 0
Ash Baseline/norm. 22.49 0.05 0.22 0.14 0.62 0
Volatile matter Baseline/norm. 29.08 0.13 0.45 0.32 1.10 0
Fixed carbon Baseline/norm. 37.94 0.17 0.45 0.36 0.95 0
Heating value Baseline/norm. 4870.00 24.58 0.50 52.08 1.07 0
C Baseline/norm. 49.52 0.36 0.73 0.76 1.53 0
H Baseline/norm. 3.24 0.04 1.23 0.10 3.08 0
N Normalization 0.86 0.01 1.63 0.02 2.33 0
S Baseline/norm. 4.85 0.11 2.27 0.24 4.95 0

3(7) Moisture Baseline/norm. 35.30 0.32 0.91 0.73 2.07 1
Ash – 23.33 0.50 1.99 3.50 13.93 3
Volatile matter Normalization 22.31 0.99 4.44 2.25 10.08 1
Fixed carbon MSC 19.04 1.97 10.35 2.49 13.08 1
Heating value – 2590.57 66.80 2.73 296.59 12.13 2
C – 27.30 0.72 2.77 2.30 8.84 1
H Baseline/norm. 2.35 0.14 5.95 0.27 11.48 1
N – 0.42 0.01 2.52 0.03 7.57 2
S Baseline/norm. 1.75 0.27 15.45 0.34 19.46 1

4(18) Moisture Baseline/norm. 1.84 0.30 16.27 0.59 32.00 4
Ash Baseline/norm. 7.07 1.40 19.80 1.53 21.64 1
Volatile matter Baseline/norm. 30.89 0.14 0.45 4.16 13.47 7
Fixed carbon MSC 60.19 2.44 4.05 4.92 8.17 4
Heating value Baseline/norm. 7478.78 13.91 0.19 219.82 2.94 7
C MSC 76.57 0.13 0.17 2.27 2.96 7
H Baseline/norm. 4.77 0.19 3.98 0.22 4.61 2
N MSC 1.46 0.10 6.84 0.11 7.52 1
S MSC 0.89 0.33 37.20 0.39 43.40 1

5(64) Moisture Baseline/norm. 13.91 0.75 5.39 1.43 10.28 11
Ash Normalization 5.92 0.37 6.25 1.21 20.45 14
Volatile matter – 42.91 0.44 1.03 0.92 2.14 12
Fixed carbon Normalization 37.26 0.22 0.59 0.68 1.83 14
Heating value Baseline/norm. 4999.78 31.38 0.63 108.15 2.16 14
C – 54.39 0.27 0.50 0.80 1.47 14
H Normalization 4.95 0.08 1.62 0.12 2.42 10
N Baseline/norm. 0.76 0.06 7.85 0.10 13.09 10
S MSC 0.51 0.11 21.65 0.27 52.17 12

6(20) Moisture Normalization 10.11 0.56 5.54 0.82 8.11 4
Ash Baseline 28.94 3.64 12.58 4.51 15.58 3
Volatile matter Baseline 33.21 1.89 5.69 2.48 7.47 3
Fixed carbon Baseline/norm. 27.74 2.01 7.25 2.53 9.12 2
Heating value Baseline 3814.70 197.31 5.17 254.56 6.67 3
C Baseline 41.62 2.36 5.67 3.04 7.31 3
H MSC 3.81 0.33 8.66 0.44 11.55 3
N Baseline/norm. 0.55 0.09 16.23 0.11 19.84 2
S Normalization 0.94 0.44 46.96 0.51 54.43 2

7(5) Moisture Normalization 5.59 0.03 0.54 0.10 1.79 2
Ash Normalization 54.15 1.29 2.38 5.10 9.42 1
Volatile matter Normalization 18.66 2.09 11.17 3.53 18.92 1
Fixed carbon Normalization 21.59 0.52 2.41 1.19 5.51 1
Heating value Normalization 1962.80 115.13 5.87 232.70 11.86 1
C Normalization 22.17 1.98 8.93 3.10 13.98 1
H Normalization 2.11 0.26 12.30 0.42 19.87 1
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Table 4 (Continued )

Cluster (samples) Property Pre-treatment Mean RMSEC RMSEC (%) RMSECV RMSECV (%) PC

N Normalization 0.34 0.01 1.76 0.01 2.65 1
S Baseline 0.88 0.21 23.40 0.37 42.24 1

8(3) Moisture Baseline 2.80 0.56 5.54 1.75 62.43 1
Ash MSC 10.14 0.79 7.74 2.64 26.03 1
Volatile matter Baseline/norm. 25.04 0.51 2.02 15.80 63.10 1
Fixed carbon – 62.02 2.26 3.64 1.85 2.98 1
Heating value MSC 6906.16 158.15 2.29 512.42 7.42 1
C – 75.01 1.61 2.15 4.77 6.36 1
H Baseline/norm. 0.15 4.47 8.66 2.27 67.58 1

0.02 1.98 0.62 61.49 1
0.31 19.71 0.87 55.33 1
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Table 5
Classification results in percentages for cross-validation within-groups covari-
ance matrix (Situation C)

Clusters Predicted group membership Total

1 2 3 4 5 6 7

1 55 15 0 30 0 0 0 100
2 0 100 0 0 0 0 0 100
3 0 0 100 0 0 0 0 100
4 11.1 11.1 0 77.8 0 0 0 100
5
6
7
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N MSC 1.01
S Normalization 1.57

roperty coal values and spectral data are combined for the establishment of th

ant from the reproducibility limits allowed by the ISO/ASTM
orm; however, these values are comparable to those obtained
y commercial equipment [2,3], especially for properties related
o organic coal matter. Numerical details about absolute and rel-
tive error values for calibration and prediction models, spectral
re-treatment and number of principal components selected for
he best calibration models are presented in Table 4 .

Whereas clusters 3, 5 and 7 present the same results as in Situ-
tion A (clusters 3, 5 and 6), several differences can be observed
or the rest of the clusters, especially those assigned to cluster
. The homogeneity of this new group leads to relative error
alues around 1% for properties related to organic coal matter
volatile matter, fixed carbon, heating value and carbon con-
ent) even ash content. Furthermore, the fact that the system
equires 0 principal components for the development of the cal-
bration models suggests the possibility to estimate the property
alue for a new coal sample by referring to its respective mean
roperty value with a standard deviation corresponding to the
bsolute error value determined by multivariate calibration. In
ny case, it is necessary an appropriate classification for the new
oal sample to its respective group attending only to its spectral
ata.

.3.3. Phase III. Classification
As it was presented previously, two possibilities were con-

idered for the application of a supervised LDA: a PCA or a
iscriminant PLS2-0,1 to select the principal components prior
he calculation of the discriminant functions. In this case, cluster

was excluded from the study as it consists only of three coal
amples, insufficient to determine the discriminant functions.
onsequently, it is necessary to recalculate the corresponding

cores both for the PCA and discriminant PLS2 without these
oal samples. Three and four principal components were, respec-
ively, introduced as independent variables in the LDA. The
ercentage of samples correctly classified revealed a similar ten-
ency as it was observed in Situation A, with values ranging from
8.5 to 82.7% when separate-groups or LOO cross-validation
ithin-groups covariance matrix was applied.

For studying the suitability of the process it was necessary

aking into account the sensitivity and the specificity of each of
he clusters. Although it would be interesting an improvement in
pecificity, especially in cluster 2 and 5 for further applications,

p
v
o
c

0 0 1.6 0 96.9 1.6 0 100
0 0 0 0 40 60 0 100
0 0 0 0 0 60 40 100

he results in percentage values, detailed in Table 5, revealed a
urprising increase in sensitivity for some clusters.

The combination of property coal variables and near-infrared
pectral data allows the system to establish more specific clusters
y means of a hierarchical clustering process than those obtained
y other methods [22]. This fact joined with adequate cluster
iscrimination would lead to consider near spectroscopy as a
easible way to analyse coal samples in an online configuration.

. Conclusions

A hierarchical clustering process is studied as a mean to
mprove the rapid analysis of coal based on its near-IR spec-
ra. Three situations are considered depending on the variables
ntroduced into the hierarchical process: property values, spec-
ral data (principal component analysis) or a combination of
oth. Among them, only those including coal property values
ead to significant improvement error calibration determination.
he results indicate that properties related to organic coal mat-

er, such as volatile matter, fixed carbon, heating value or carbon
ontent, present absolute error values around 1–3% for some
lusters, suitable to be applied in an online system.

Once established the groups, the discrimination between the
lusters are studied by a linear discriminant analysis, which
resents better sensitivity and specificity results if coal sam-

les are classified into those clusters determined when property
alues and spectral data are considered for the establishment
f the clusters. Calibration and classification methods allow the
alculation of the property values of coal with accuracy similar
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bstract

The determination of polycyclic aromatic hydrocarbons (PAHs) contained in samples of particulate matter (PM), collected with low volume
umps, were carried out with an high sensitivity method that comes from several revisions of a previous method. The present work describes how,
y using programmable temperature vaporization (PTV) and a mass selective detector with inert ionic source for the GC–MS analysis and the
odifications of microwave-assisted extraction (MAE), the sensitivity of the method can be increased.
The PAHs chosen for testing the method are: benzo[a]anthracene (BaA), benzo[b]fluoranthene (BbF), benzo[k]fluoranthene (BkF),

enzo[a]pyrene (BaP), indeno[1,2,3-cd]pyrene (Ip) and dibenzo[a,h]anthracene (DbA). They, in fact, belong to that group of substances that
re the most harmful for human health for their carcinogenicity.

PAHs recoveries for spiked standard solutions at different concentrations were between 95 and 100% with relative standard deviation ranging
rom 1 to 3%. The revised method was validated using a 1649a urban dust standard reference material (SRM). The results obtained were in good
greement with certified values. The high sensitivity of the method allows to carry out analyses using only a half of the sampled filter (usually

7 mm diameter membranes). In this way, the other half can be used for the characterization of the other components of PM (heavy metals, organic
arbon, ions, etc). The last step has been constituted by application of the optimized method on real samples collected in two cities located in
outhern Italy (Bari and Taranto).
2007 Elsevier B.V. All rights reserved.
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. Introduction

In recent years, particulate matter has been widely studied
or its potential human health impact and the subsequent need to
ontrol and regulate pollutants. Several studies indicate that the
ffects depend on the dimensions of particles, on their concentra-
ion and on chemical composition. In particular, finer particulate
auses a greater impact on health [1–3].

Some authors stated that the exposure at PM 2.5 (fine particles
ith aerodynamic diameter smaller than 2.5 �m) can cause short

nd long-term effects for human health, such as premature death,

ncreased respiratory symptoms and disease, decrease lung func-
ion and alterations in lung tissue and structure and respiratory
ract defense mechanisms [4–6].

∗ Corresponding author. Tel.: +39 0805442023; fax: +39 0805442023.
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In the urban area, where heavy metals and PAHs are strongly
ssociated with the fine particles, the toxicity and the carcino-
enicity of the particulate matter is increased [7,8].

Therefore, the determination of particle-bound PAHs is very
mportant, in particular, those compounds with higher number
f rings have particular toxicological interest [9–10]. In lit-
rature, there are many methods for PAH determination, that
epends on the conditions of aspiration flow and the instru-
entations used [11–18]. Sample preparation with traditional

rocedures is performed by Soxhlet extraction, but this tech-
ique is time consuming and produces large amounts of solvent
aste. To achieve faster extraction and reduction of solvent vol-
me, some of modern extraction techniques, such as sonication,
icrowave-assisted extraction (MAE), supercritical fluid extrac-
ion (SFE), pressurized liquid extraction (PLE) and subcritical
ater extraction (SWE), were tested on several environmental

amples [9,5,19,20]. Some of these methods require the pre-
oncentration of the extracted solutions before the analysis. This
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Table 1
MAE extraction parameters

Solvent Acetone (5 ml) + hexane (5 ml)
Time 25 min
Temperature 110 ◦C
Power 200 W
Vent 5 min

Table 2
Operating conditions for GC–MS analysis

PTV 50 ◦C for 0.5 min, at a rate of 720 ◦C/min, to
300 ◦C for 2 min

Analytical column
MDN-5S (Supelco)

30 m × 0.25 mm i.d., 0.25 �m stationary
phase thickness

Mobile phase He
Internal standard Perylene D12
Column flow 1.3 ml/min
O ◦ ◦
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tep can cause a decrease of analytical reproducibility as there
s more sample handling and anyway a higher time analysis.

The aim of this study was the implementation of an analytical
rocedure for PAH determination already presented in a previous
ork [11]. In particular, the sensitivity of the method has been

ncreased improving the extraction step, GC inlet system and
S detection. The extraction was performed with microwaves

n closed vessels with lower amount of solvent. GC analy-
is was carried out with an injection system characterized by
programmable temperature vaporization (PTV) and the MS

etection with an inert mass ion source.
PAH analysis requires a high sensitive analytical method

hen it must be performed on filters collected with low vol-
me samplers. This sampling method, unlike the high volume
ampling, is often chosen because it can be automated. An auto-
atic sampling means lower possibility of measurement errors

nd costs (due to daily intervention of an operator).
In this work, benzo[a]anthracene (BaA), benzo[b]fluor-

nthene (BbF), benzo[k]fluoranthene (BkF), benzo[a]pyrene
BaP), indeno[1,2,3-cd]pyrene (Ip) and dibenzo[a,h]anthracene
DbA) were analyzed as they represent harmful substances for
uman health. In fact, these PAHs are classified by the Inter-
ational Agency for Research on Cancer (IARC) as possible
arcinogenic [4].

In this work, the analytical performances of the whole
rocedure (extraction recovery, extraction linearity, analytical
epeatability, LOD) were verified; the revised method accuracy
as tested using a standard reference material (SRM 1649a
ational Institute of Standards and Technology, NIST). Finally,

he procedure was applied on real samples collected in the urban
rea of Bari (Italy).

. Experimental

.1. Sampling

The PAHs in airborne particulate matter were collected on
M-A Whatman (Maidstone, Kent, UK) filters of quartz fibers

i.d. 47 mm). The sampling was performed by an HYDRA (FAI
nstruments s.r.l., Roma, Italy) low volume sampler that, with a
olumetric flow of 1 m3/h and a size selective inlet (SSI), allows
he collection of particles with an aerodynamic diameter less
han 2.5 �m. Sampling times of the measures reported in this
ork are of 24 h. After sampling the filters were easily cut in

wo parts by using a stainless steel socket punch and were stored
n a refrigerator at 4 ◦C before the analysis.

.2. Extraction

The extraction of PAHs was realized by a microwave-assisted
olvent extraction by Milestone (Milestone s.r.l., Sorisole (BG),
taly), model Ethos D, which allows the simultaneous extrac-
ion up to 10 samples at the same conditions. MAE technique

ombines microwave heating, under controlled temperature con-
itions through a microwave transparent fiber-optic probe with
agnetic stirring of extraction solvent inside multiple closed

ample vessels. Agitation ensures homogeneous mixing and uni-
o
t

ven temperature 50 C for 2.5 min, at a rate of 30 C/min, to
210 ◦C, then at 5 ◦C/min to 300 ◦C for 3 min

cquisition mode Selected ion monitoring (SIM)

orm temperature distribution throughout extraction mixtures.
he procedure was optimized in order to perform a simple, fast
nd efficient extraction of PAHs contained in 47 mm sampled fil-
ers. Amount of solvents, microwave power and extraction time
ere studied. The best found conditions of extraction are listed

n Table 1.

.3. Analysis

The extracted samples were analyzed using an Agilent 6890
LUS gas chromatograph (Agilent Technologies, Wilmington
E) equipped with a programmable temperature vaporization

njection system (PTV) and interfaced to a mass selective spec-
rometer with an inert ion source (Agilent MS-5973 N).

Significant gains in sensitivity were realized by using the PTV
nlet in the “solvent vent” mode, as it is compatible with injec-
ions up to 40 �l (the maximum volume that can be used with
he installed liner). Further improvements were obtained using
he inert mass selective spectrometer, which is characterized by a
olid ion source with an inert coating that minimizes the degrada-
ion of active compounds and produces a better spectral quality
nd higher reliability. Moreover, this source can operate at high
emperatures (300 ◦C), which constitutes an advantage for the
nalysis of compounds with high boiling points, such as PAHs.
he resulting improvements in spectra quality make possible
nalyses of low amounts of PAHs, as those collected with low
olume samplers. The GC–MS conditions for analyses are listed
n Table 2. The quantitative determination was carried out using
he signals corresponding to the molecular ions of PAHs: BaA
228), BbF (252), BkF (252), BaP (252), Ip (276), DbA (278).
erylene-D12 (PrD, 264) was used as internal standard (I.S.).

. Results and discussion
The optimization of the extraction step was performed in
rder to increase the recovery of each analyte and to improve
he reproducibility.
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Table 3
Recovery percentage and relative standard deviation (R.S.D.%) for triplicate extractions for 2, 4, 20 and 40 ng of PAHs

Compounds R2 Recovery% (2 ng) Recovery% (4 ng) Recovery% (20 ng) Recovery% (40 ng)

BaA 0.9994 96 ± 1 100 ± 1 100 ± 1 100 ± 1
BbF 0.9991 96 ± 2 94 ± 1 100 ± 1 100 ± 1
BkF 0.9991 96 ± 3 97 ± 1 96 ± 1 97 ± 1
BaP 0.9997 95 ± 1 100 ± 1 95 ± 1 100 ± 1
Ip 0.9991 100 ± 1 99 ± 1 100 ± 1 100 ± 1
BgP 0.9993 98 ± 1 100 ± 1 98 ± 1 98 ± 1
D 95 ± 2 95 ± 2 95 ± 1
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Table 4
Limit of detection (LOD) and limit of quantification (LOQ) for all investigated
PAHs in solution (pg/ml) and in atmosphere (ng/m3)

Compounds LOD
(pg/ml)

LOD
(ng/m3)

LOQ
(pg/ml)

LOQ
(ng/m3)

BaA 23 0.009 77 0.032
BbF 38 0.016 127 0.052
BkF 23 0.010 77 0.032
BaP 6 0.003 20 0.008
Ip 4 0.003 13 0.006
B
D
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r
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a
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The high sensitivity of the method allowed to carry out
the analyses using an half of the sampled 47 mm filter. The
homogeneity of filter was tested comparing the concentrations

Table 5
Results of repeated extractions and analyses of about 0.01 g of SRM 1649a

Compounds Certified values
(�g g−1)

Measured
concentration
(�g g−1)

Difference%

BaA 2.21 ± 0.073 2.05 (0.02) 7
BbF 6.45 ± 0.64 6.25 (0.23) 3
BkF 1.913 ± 0.031 1.95 (0.06) 2
BaP 2.509 ± 0.087 2.41 (0.16) 4
Ip 3.18 ± 0.72 3.01 (0.32) 2
bA 0.9989 95 ± 2

2 values for the lines obtained with extracted standards.

During a microwave-assisted solvent extraction the critical
arameters are the temperature, the irradiation time and the
olume of the solvent chosen for the extraction. In particular,
ncreasing the temperature and the irradiation time, the recov-
ry of analytes should increase, but the probability of analyte
osses or their decomposition increases. The parameter values
ere set in order to reach a good compromise between good

ecovery and good reproducibility (Table 1) [21].
In particular, during the extraction step, recovery tests were

arried out spiking known amounts of a PAH standard solution,
iluted in hexane and acetone mixture (EPA 525 PAH Mix A,
upelco, Bellefonte, PA, USA), onto a blank filter. Each test
as tripled. In Table 3 are listed: the medium value for each

piked amount, the relative standard deviations (R.S.D.%) and
he R2 of the obtained lines. The results show a good recov-
ry for all investigated compounds apart from the amounts.
igh recovery values and good linearity allow to quantify

eal samples using no extracted standards solutions avoiding
o perform every time the extraction procedure. In this way,
he methodology becomes further handier and does not penal-
ze the result quality. For example, the comparison between
alibration lines obtained with extracted and non-extracted
tandards for BaP showed a good correlation, R2 = 0.997 for
he former (y = 0.1874x + 0.0656) and R2 = 0.998 for the later
y = 0.1936x + 0.0538).

The large-volume injection using PTV technique was studied
oo. In this work the linearity of analyte response with PTV inlet
n “solvent vent” mode was verified injecting growing volume
f standard solutions. In particular, 10, 20, 30 and 40 �l of PAHs
tandard solutions at 1 �g/ml were analyzed in the same condi-
ions (Table 1). Plotting the signal versus the injection volume
good linearity from 10 to 40 �l for all PAHs was obtained; the
2 values were: 1.000 for BaA, 0.999 for BbF, 0.997 for BkF,
.999 for BaP, 0.998 for Ip, 0.998 for BgP and 0.997 for DbA.

The use of the inert source allowed to increase the sensitiv-
ty of the method. For each PAH the peak height was improved
anging from three to seven times. This improved response gave
etter linearity across the calibration range. Moreover, the pos-
ibility of working at 300 ◦C, instead of the typical 250 ◦C, in
ombination with the new uncoated solid source material pro-
uced better peak shapes, above all for higher mass PAHs with

ong retention times.

Then the limit of detection (LOD) and the limit of quan-
ification (LOQ) were calculated (Table 4) for all investigated
ompounds. Considering a sampling of 24 h with a volumetric

B
D

M
t

gP 25 0.010 83 0.035
bA 30 0.012 100 0.042

ow of 1 m3/h it was possible to calculate the corresponding con-
entrations in atmosphere. The LOD and LOQ values are much
ower than the Italian legal limit of benzo[a]pyrene (1 ng/m3)
22].

The performances of the method were tested on a standard
eference material, the urban dust SRM 1649a. Aliquots of about
.01, 0.02 and 0.05 g of SRM were extracted and analyzed in the
ame conditions. The results of analysis of the repeated extrac-
ions (four extractions for each amount), the standard deviations,
nd the percentage differences between reference and measured
oncentrations are listed in Tables 5–7. The tables show a good
greement between the reference concentrations and the mea-
ured values; for all compounds the differences calculated were
ess than 7%.
gP 4.01 ± 0.91 3.88 (0.34) 3
bA 0.288 ± 0.023 0.31 (0.03) 6

easured concentration is the mean of four repeated extractions and analyses;
he standard deviations are reported between brackets.
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Table 6
Results of repeated extractions and analyses of about 0.02 g of SRM 1649a

Compounds Certified values
(�g g−1)

Measured
concentration
(�g g−1)

Difference%

BaA 2.21 ± 0.073 2.19 (0.04) 1.3
BbF 6.45 ± 0.64 6.28 (0.41) 3
BkF 1.913 ± 0.031 1.90 (0.16) 0.5
BaP 2.509 ± 0.087 2.39 (0.06) 5
Ip 3.18 ± 0.72 3.01 (0.32) 2
BgP 4.01 ± 0.91 3.78 (0.34) 4
DbA 0.288 ± 0.023 0.38 (0.03) 3

Measured concentration is the mean of four repeated extractions and analyses;
the standard deviations are reported between brackets.

Table 7
Results of repeated extractions and analyses of about 0.05 g of SRM 1649a

Compounds Certified values
(�g g−1)

Measured
concentration
(�g g−1)

Difference%

BaA 2.21 ± 0.073 2.22 (0.05) -
BbF 6.45 ± 0.64 6.32 (0.31) 2
BkF 1.913 ± 0.031 1.98 (0.16) 4
BaP 2.509 ± 0.087 2.59 (0.25) 3
Ip 3.18 ± 0.72 3.10 (0.24) 1
BgP 4.01 ± 0.91 4.00 (0.17) 0.5
DbA 0.288 ± 0.023 0.36 (0.03) 2
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Table 9
Monthly medium of PAH concentrations and the standard deviation (S.D.) over
the month of PM 2.5 samples collected in Bari and Taranto (Southern Italy)

Compounds Bari concentration
(�g m−3)

S.D. Taranto concentration
(�g m−3)

S.D.

BaA 0.47 0.30 1.90 2.84
BbF 1.33 0.82 3.91 5.26
BkF 0.41 0.22 1.34 1.82
BaP 0.56 0.41 2.05 2.90
Ip 0.79 0.56 2.41 3.28
BgP 1.07 0.75 2.30 2.74
DbA 0.13 0.08 0.55 0.79

Table 10
Percentage differences between the measured concentration in the extraction
day and the detected concentrations after 3, 7, 14 days of storage, respectively,
for a standard solution (1 ng/ml)

Compounds Differences%
3rd day

Differences%
7th day

Differences%
14th day

BaA 6 8 8
BbF 4 7 8
BkF 2 8 8
BaP 4 5 6
Ip 9 8 9
BgP 2 4 4
DbA 5 7 8

Table 11
Percentage differences between the measured concentration in the extraction
day and the detected concentrations after 3, 7, 14 days of storage, respectively,
for a collected real sample in the urban area of Bari (Italy)

Compounds Differences%
3rd day

Differences%
7th day

Differences%
14th day

BaA 1 1 2
BbF 2 2 3
BkF 3 2 2
BaP 3 2 3
Ip 11 8 11
B
D

easured concentration is the mean of four repeated extractions and analyses;
he standard deviations are reported between brackets.

btained by each half of filter. The results of this test are shown
n Table 8.

Finally, the optimized method was applied on real samples
ollected in Bari and Taranto, two cities located in Southern
taly. A monitoring campaign of one month was performed in
ebruary 2006. It was carried out in course Cavour, a high-
ensity traffic street in the urban area of Bari, and in via Orsini,
ear to the industrial area of Taranto. Each sampling lasted 24 h.
n Table 9, the monthly medium concentrations and the standard
eviation over the month are listed. The data show that in Bari
aP monthly medium concentration is lower than the Italian
egal limit; this limit was exceeded only twice during February
006. In Taranto BaP monthly medium level is double than the
egal limit with a high variability on the month. This trend is due
o the sampling site closeness to the industrial activities [23].

able 8
AHs measured concentrations (�g/m3) for each half of filter

ompounds First half of filter Second half of filter Difference%

aA 0.95 ± 0.02a 0.97 ± 0.02 2.1
bF 2.43 ± 0.20 2.39 ± 0.20 1.7
kF 0.64 ± 0.03 0.68 ± 0.03 6.0
aP 0.24 ± 0.02 0.23 ± 0.02 4.3

p 1.16 ± 0.07 1.17 ± 0.07 0.6
gP 1.24 ± 0.04 1.19 ± 0.03 4.1
bA 0.18 ± 0.01 0.20 ± 0.01 10

a (c ± �c) where �c = t0.95

√∑
s2i and s2i are the variances on extraction and

uantification by the calibration curves.

s
p
t
t
a
a
d
e
c
e
r

4

p

gP 3 1 2
bA 1 1 1

Using the method proposed, the time for the analysis of all
amples collected was only of 6 days. Moreover, there was the
ossibility of analyzing the extracts after several days as most of
he PAHs resulted stable in solution. The stability of PAH solu-
ions was tested on two extracts, a standard solution (1 ng/ml)
nd a real sample, which were stored in freezer at 4 ◦C and
nalyzed at different periods of storage. For each solution, the
ifferences between the concentration measured the day of the
xtraction and those measured after 3, 7 and 14 days were cal-
ulated for all investigated PAHs (see Tables 10 and 11). Both
xtracted solutions showed a good stability with differences
anging from 1 to 14%.
. Conclusions

The proposed method, which has improved the analytical
erformances of the previous method [11], allowed to analyze
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di concentrazione e di livelli di attenzione e di allarme per gli inquina-
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ith high repeatability, sensitivity and accuracy all investigated
ompounds. MAE technique with low solvent volume allows to
et a good and reproducible recovery of standard solutions and
RM. Moreover, the possibility to extract at the same time up

o 10 samples reduces time and cost of the analysis, making the
ethod suitable for routine monitoring.
High volumes injection by PTV inlet and the inert source of

he detector increase the sensitivity of the GC–MS analysis and
ermit to use low volume pumps for sampling.

Besides, thanks to the high sensitivity of the method it is
ossible to quantify the PAHs using just a half of the sampled
lter. For this, it is possible to perform, on the remaining half, a
ore detailed characterization of the other components of PM

heavy metals, organic carbon, ions, etc.).
Using this methodology, it was possible to single out the

ifferent criticalities present in the considered cities in relation
o the characteristics of each urban area.

The next step of this study will be to extend the validate
ethod to polychlorinated biphenyls (PCBs) and other organic

ompounds contained in PM.
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bstract

Composites of hydroxyl-terminated PAMAM dendrimers, generation 4.0 (64 peripheral OH groups) containing either Ir, Pt or Rh nanoparticles
ere synthesized and characterized in solution. Each one of these composites was then immobilized on a glassy carbon electrode (GC) and

ncorporated as an amperometric detector for dopamine in a high-performance liquid chromatograph (HPLC). Comparison of the analytical
erformance of the novel electrochemical detectors with a typical UV–vis optical detector for dopamine revealed that the sensitivity of the GC

lectrode modified with dendrimer-Rh composite is comparable to that of the spectroscopic detector, with a detection limit of 0.15 �M, and is
inear up to at least 1.0 mM (R2 = 0.998). Furthermore, it was found that the electroanalytical approach suffers minimal matrix effects that arise in
he analysis of dopamine in samples of urine.

2007 Elsevier B.V. All rights reserved.
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. Introduction

Dopamine (DA) is a neurotransmitter that plays an important
ole in the functioning of the central nervous system as well as in
he cardiovascular, renal and hormonal systems [1]. Analytical

ethods are desired for the direct determination of this substance
or the monitoring of its level in patients. High-performance liq-
id chromatography (HPLC) is the most important analytical
echnique for this purpose as it is able to resolve mixtures with

large number of similar analytes in a short time. An HPLC

etector should be able to determine the presence of an eluted
ubstance quantitatively as well as to indicate deviations from
baseline calibration [2]. Spectroscopic [3] and electrochem-

∗ Corresponding author. Tel.: +52 442 211 6006; fax: +52 442 211 6007.
E-mail address: lgodinez@cideteq.mx (L.A. Godı́nez).
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cal [4] sensors may be used as detectors in HPLC to allow
ensitive detection of dopamine in urine samples, but they each
resent drawbacks. With the former interferences arise from the
ptical absorption by other compounds in the sample matrix.
ith electrochemical detection one may encounter adsorption

n the electrode surface that causes passivation. To eliminate
uch problems (matrix effects), samples generally require pre-
reatment by chemical or physico-chemical methods [2], thus

aking the analysis less efficient and more cumbersome.
One promising approach for eliminating matrix effects in

n electrochemical detector consists of modifying the electrode
urface with monolayers of polyamidoamine (PAMAM) den-
rimers that can interact specifically with the target molecules

nd exclude interfering species from the surface. This approach
elies on the fact that dendrimers, being structured macro-
olecules capable of forming thin porous films on electrode

urfaces, can absorb organic target species but block undesired
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dsorption on the substrate surface while allowing electron-
ransfer processes to occur [5,6]. In addition to their interesting
lectrode-modification properties, PAMAM dendrimers can
lso be used to prepare and accommodate catalytic nano-
cale metallic particles as Crooks and co-workers have readily
emonstrated. These monodisperse metal-particle-dendrimer
anocomposites have been shown to catalyze specific reactions
f alcohols [7] and oxygen [8] by conveniently avoiding particle
ggregation and the blocking of active sites on the surface of the
etallic clusters, thus increasing the catalytic efficiency [9].
In this work we compare the performance of dendrimer-

anoparticle-modified amperometric electrodes with a conven-
ional optical detector in terms of the detection and quantification
f dopamine in synthetic aqueous solution and in samples of
rine by high-performance liquid chromatography (HPLC). The
odified glassy carbon electrodes studied here were prepared

y nucleophilic attachment of hydroxylated G4.0 PAMAM den-
rimers containing metal nanoparticles of Ir, Pt, or Rh. The metal
anoparticles serve as electrocatalysts for the electro-oxidation
f dopamine. By supporting the particles in the tethered den-
rimer film, one can avoid passivation phenomena and related
atrix effects.

. Experimental

G4-OH PAMAM dendrimers in a 10–25% methanol solution
ere purchased from Dendritech, Inc. (Midland, MI), and used

s received. The metal particle precursors (NH4)3IrCl6·xH2O,
2PtCl4, (NH4)3RhCl6·xH2O were obtained from Strem Chem-

cals, Inc., and NaBH4, NaF, KCl, K3Fe(CN)6 and H2SO4 were
btained from J.T. Baker. All aqueous solutions were prepared
ith deionized water (ρ≥ 18 M� cm). Reagent-grade dopamine

DA) was obtained from Sigma.
The HPLC equipment was a 1050 Hewlett-Packard instru-

ent, fitted with a Supelco Inc. Hypersil C-18 BDS
olumn (250 mm × 4.6 mm, 5 �m), operated with flowrate of
.5 mL min−1 at 328 K and at a pressure of 80 psi, and con-
rolled by ChromGraph 95/98 v2.0.01 software. The sample
olume was 20 �L. The instrument was equipped with both
conventional spectroscopic detector (UV-Vis 116A) and an

mperometric detector (BAS epsilon Trade Mark) mounted
n series. The latter employed a glassy carbon (GC) working
lectrode (0.2827 cm2, BAS MF1000 model), a stainless-steel
ounter electrode, and an Ag/AgCl (3 M NaCl) reference
lectrode in a BAS CC-5 thin-layer, laminar-flow cell. The
obile phase was prepared with 475 mL of H2O, 4.7 mg of
onochloroacetic acid, 75 mg of sodium octylsulfate, 93 mg

f disodium ethylenediaminetetraacetate dihydrate (EDTA),
5 mL MeCN and 4 mL tetrahydrofuran (adjusted to pH 3.2 with
M NaOH), mixed in a 1:1 ratio with water. Calibration curves
ere obtained by standard-addition techniques [4]. At the end of

ach experiment with synthetic samples, the column was washed
ith water, then with a mixture of 30% water with 70% MeOH
or at least 10 min or until no UV–vis signal was indicated. Prior
o the analysis of biological samples, the column was washed
ith MeCN for 15 min or until the disappearance of the UV–vis

ignal.
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Fourier transform infrared external reflection spectroscopy
FTIR-ERS) measurements of the electrode surface were per-
ormed using a Nicolet Spectrometer equipped with a reflection
ccessory. All spectra comprised an average of 250 individual
cans with p-polarized light at an 80◦ angle of incidence with
espect to the GC substrate.

UV–vis spectra were recorded at 298 K using an Agilent
odel 8453 UV–vis spectrophotometer with diode-array detec-

or, 2-nm resolution, and a wavelength range of 250–950 nm.
ess than 0.03% stray light was standard.

Cyclic and steady-state voltammetry and electrochemical
mpedance spectroscopy experiments were conducted in a
0 mL glass cell with BAS glassy carbon (GC), platinum
ire, and Ag/AgCl (3 M NaCl) installed as working, counter,

nd reference electrodes, respectively. The cyclic voltammetry
CV) and amperometric experiments were controlled using a
AS Epsilon Trade Mark potentiostat from Bioanalytical Sys-

ems, Inc. Electrochemical Impedance Spectroscopy (EIS) was
arried out employing a BAS-Zahner IM6(e) impedance instru-
ent. Before each electrochemical experiment, the electrolytic

olutions were deoxygenated by bubbling ultra-pure nitrogen
PRAXAIR, grade 5.0) for at least 10 min, and during electro-
hemical experiments N2 was blown gently over the solution
urface.

The EIS measurements were performed on modified GC elec-
rodes using a 10 mV amplitude wave around the equilibrium
otential of the Fe(CN)6

3−/4− redox couple in an aqueous solu-
ion containing this electroactive probe (1 mM K3Fe(CN)6) in
.1 M KCl. The range of frequencies applied was from 0.1 Hz
o 100 kHz, and impedance values were recorded at 500 discrete
requencies per decade. The charge-transfer resistance Rct and
he total capacitance Ct, which is approximately equal to the
apacitance of the particles in the dendrimer film (Cf) plus that
f the double-layer (Cdl), were obtained by fitting the experi-
ental impedance data to the Randles equivalent-circuit model

ncluded in the BAS-Zahner software. The Randles equivalent
ircuit, while not the only model possible, has frequently been
mployed to represent modified electrochemical interfaces and
n the present case provided an excellent fit to the data [10,11].

Scanning electron microscopy (SEM) and emission diffrac-
ion X-ray (EDX) experiments were carried out with a JEOL
canning electron microscope, Model JSM-5400LV, using an
cceleration voltage of 15 kV with 2000× augmentation.

. Results and discussion

Fig. 1 illustrates the methodology for the modification of
lassy carbon (GC) with dendrimer-encapsulated nanoparticles
DENs). Following previous reports in the literature, DENs in
olution were prepared in three steps [8,12]: (1) ion-dendrimer
omplex preparation, (2) reduction of the ions encapsulated
ithin the dendrimer molecules, and (3) dialysis to purify the
ENs. In the first step, stock solutions were prepared containing

.0 mM of each metal salt with 50 �M PAMAM G4-OH. These
ere stirred for 65 h to allow the metallic ions to complex with

he internal amines of the dendrimer molecules. In the second
tep, zero-valent metallic nanoparticle-dendrimer composites
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Fig. 1. Schematic representation of the methodology used to prepare the DEN-
modified GC electrode (C) from (A) dendrimer-encapsulated nanoparticles
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DENs) and (B) electrochemically treated glassy carbon. Numbers correspond
o the following DEN preparation stages: (1) ion-dendrimer complex formation,
2) chemical reduction of the ions, and (3) dialysis to purify the DENs.

ere synthesized by slow addition of 2.0 mL of aqueous 0.5 M
aBH4 solution. Each of the resulting DEN solutions was

llowed to stand in a closed vial for 12 h with the pH adjusted
o 1.0 (with HCl) in order to ensure the dissolution of any
recipitate. Finally, in the third step, the solution was dialyzed
or 48 h using a cellulose dialysis sack having a molecular
eight cutoff of 12,000 (Sigma Diagnostics, Inc.) in order to

emove impurities. This methodology is simple and leads to
obust, catalytically active DENs (Fig. 1A).

In order to follow progress of the DEN preparation process,
V–vis spectroscopy experiments were performed for each salt

tudied [9]. The d–d transition peaks of the metal–ligand inter-
ctions of the relevant cation in aqueous solution, which appear
n the visible region, change substantially upon complexation of
he metal ions with the internal amine groups of the dendrimer

olecule. After chemical reduction with borohydride, a new

ignal appears at shorter wavelengths, around 300 nm [13], and
his signal exhibits particularly strong optical extinction coeffi-
ients for Ir, Pt, and Rh, which were found to be 5863, 7868 and

s
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0,446 M−1 cm−1, respectively. These values in the UV spec-
ral range, due to resonantly driven electron plasma oscillations,
ere similar to those reported in the literature [9]. The plasmon

esonance band is known to be dependent on the size, shape,
nd material properties of the metal nanoparticles as well as the
urrounding medium [14–16] and is characterized by a steep
ecrease with increasing wavelength. This pattern suggests that
he reduced metallic species do not exist as isolated atoms but
ather as dendrimer-encapsulated metallic clusters [13,17].

The glassy carbon (GC) electrodes were prepared for surface
odification with DENs by sequentially polishing the electrode

n a polishing cloth (Buehler) with 1.0, 0.3, and 0.05 �m alu-
ina (Buehler) in deionized water followed by sonification in
glass vessel for 10 min [18]. This methodology results in rel-

tively clean GC surfaces characterized by several functional
roups on the surface [19–23]. It is desirable to improve the
hemical homogeneity of the surface and to enhance its reac-
ivity necessary for the nucleophilic substitution between the
C and the DENs in a later stage of preparation [24]. In order

o investigate their electrochemical reactivity, CV experiments
ere performed with these electrodes in an acidic aqueous

olution (0.5 M H2SO4 at 298 K). Voltammetric responses are
bserved in three different potential windows, by which one can
dentify the formation of hydroquinone, phthalic anhydride, and
arboxylic acid surface species at their characteristic potentials
0.6 V, 1.6 and 2.2 V versus Ag/AgCl/3 M NaCl, respectively).
ased on this information, the application of a potential of 1.6 V
ersus Ag/AgCl for 1 h was selected to promote the phthalic
nhydride functionalization of the GC surface [19]. As can be
een by comparison of the IR spectra (data not shown), this elec-
rochemical treatment of the surface increases effectively the
resence of the phthalic anhydride groups (from C–O–C, C–O
nd C C vibrations) [20–23]. An approximate value for the sur-
ace coverage by phthalic anhydride groups was estimated to be
.8 × 10−8 mol cm−2, obtained from the charge obtained in the
V oxidation peak at 1.6 V versus Ag/AgCl, assuming transfer
f four electrons. Furthermore, in comparison with other meth-
ds, the pre-treatment of the GC at 1.6 V was found to produce
he greatest anodic charge in CVs with electrodes subjected to
he PAMAM G4.0-OH modification protocol, indicating the best
endrimer coverage (Fig. 1B).

Nucleophilic attachment of the various DENs considered in
his study to the pre-treated GC electrode surfaces was accom-
lished in the following stage by polarizing the substrate for
h at 1.6 V (versus Ag/AgCl) in a 0.1 M NaF aqueous solution
lso containing 20 �M of the relevant DEN [24]. The den-
rimers interact directly with the phthalic anhydride groups on
he surface to bind the DENs (Fig. 1C). To estimate the effective
ractional coverage of the dendrimer-nanoparticle composite on
he surface, an impedance analysis was performed. The result-
ng Nyquist plots were fit by the Randles equivalent-circuit

odel using a Simulation/Complex Nonlinear Least Squares
IM/CNLS program to estimate the physical parameters of the

urface. For naked GC, a 45◦ line characteristic of Warburg dif-
usion dominates almost the entire range of frequencies, and
here is only a barely discernible semicircle at high frequen-
ies. The dominance of the Warburg impedance indicates that
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he Fe(CN)6
3−/4− redox reaction is diffusion-controlled over a

road frequency range.
Estimation of the relative fractional coverage of the surfaces

y dendrimer and by metal-dendrimer composites was accom-
lished by comparing the charge-transfer resistances indicated
y the impedance measurements. The fraction of the surface
locked by adsorbed dendrimer that contains no catalytic metal
Θ) was calculated from the equation:

= Rct − R0
ct

Rct
(1)

here R0
ct and Rct are the charge-transfer resistances for the

edox-probe reaction measured on a naked GC electrode and that
n the coated electrode, respectively. This equation is derived
rom a model that assumes a heterogeneous surface composed
f a fractional area that fully blocks electron transfer (Θ) and
fractional area that is completely accessible to the redox-

robe molecule (1 −Θ) [10]. In this case, the model requires
he assumption that the surface covered by dendrimer contain-
ng metal nanoparticles passes current as readily as the bare GC
ut that dendrimer without nanoparticles does not allow any cur-
ent to pass. Comparison of the results obtained for the different
ENs shows that the effective fractional surface coverage acces-

ible to the redox-probe molecule (1 −Θ), as estimated from
hese indirect measurements, increases in the order: Ir < Pt < Rh
0.03, 0.04 and 0.55, respectively). The results of this analy-
is are not entirely consistent in that the GC electrode coated
olely with dendrimer exhibits a resistance lower than that with
r and Pt, but it is nevertheless clear that the Rh-coated electrode
rovides the best electrocatalysis among the dendrimer films.

Modified GC electrodes were prepared with each one of the
ENs under study, and the presence of the nanoparticles was

orroborated by the appearance of aggregates in SEM micropho-
ographs and the elemental signals of the metals from EDX
icroanalysis (data not shown). It is seen again that the Rh film

chieved the best coverage of nanoparticles, followed by Pt and
hen by Ir.

The three forms of DEN-modified GC electrode were tested
s amperometric detectors of DA in the BAS cell with the
PLC apparatus and compared with the performance of a stan-
ard spectroscopic detector. The DA measurement parameters
or spectroscopic and electrochemical detection were obtained

rom UV–vis spectra and CV tests. DA can be detected opti-
ally and quantified from an absorbance signal at 281 nm.
he electrochemical response of DA was examined using the
are GC electrode in CV and in a stirred BAS cell. Based

i
R
s
t

able 1
etection (D.L.) and quantification limits (Q.L.) for the electrochemical and spectrop

etector Equation y (�A cm−2) = mx (�M) + b

V–vis y (m a.u.) = 0.0198x + 0.0589
C y = 0.0027x − 0.0576
C-(G4-OH) y = 0.0053x − 0.1153
C-DENs-Ir y = 0.0178x + 0.0308
C-DENs-Pt y = 0.0228x + 0.3365
C-DENs-Rh y = 0.0458x + 0.0995
ynthetic aqueous solutions of DA. The electrochemical data were obtained
sing the various electrodes: (1) GC, (2) GC-(G4.0-OH), (3) GC-DEN-Ir, (4)
C-DEN-Pt, and (5) GC-DEN-Rh.

n the latter results, the amperometric detector was operated
t a potential of 900 mV versus Ag/AgCl to attain the mass-
ransfer limiting current for the dopamine oxidation reaction,
A − 2e− → DOQ + 2H+, where DOQ is the o-quinone form
f DA [1]. The CV response of each of the forms of GC elec-
rode studied indicated that the rhodium DEN presents the best
lectrocatalysis for DA oxidation, as indicated by the greatest
eak current compared with the other electrodes.

With the optical and amperometric detectors assembled in
eries, HPLC calibration curves for both were obtained with
ynthetic-sample solutions at an elution time for DA of 13 min.
he results are shown in Fig. 2 and given in Table 1, from which
t can be clearly seen that the performance of the GC-DEN-
h-modified electrode showed the best response with greatest

ensitivity according to the slopes of the curves for the elec-
rochemical detection of DA (Fig. 2B–5). The sensitivity was

hotometric detection of DA in HPLC analysis of synthetic samples

R2 D.L. (�M) Q.L. (�M)

0.997 0.14 0.47
0.994 3.01 10.02
0.994 1.72 5.73
0.998 0.29 0.97
0.997 0.25 0.82
0.998 0.15 0.51
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omparable to that obtained with spectrophotometric measure-
ent (detection limit of 0.15 �M) and greater than that with
C-DEN-Pt, GC-DEN-Ir, GC-(G4.0-OH), or the naked GC

lectrode, by factors of 2, 3, 9 and 17, respectively, as it can be
een in Table 1. This result is consistent with the relative values
btained for fractional surface coverage by the DENs obtained
y impedance experiments (Table 1). Thus, it appears that the
lectrocatalysis is primarily a consequence of the quantity of
lectroactive material present on the surface of the GC.

To confirm the importance of the PAMAM dendrimer films
n the observed electrocatalytic effect, the DEN-modified elec-
rodes were treated thermally at 348 K for 72 h, which should
romote selectively the conversion of the tetraester of the poly-
eric molecules to the corresponding triester via a retro-Michael

eaction [25]. The idea behind these experiments was to destroy
he dendrimer structure of the DEN-modified electrodes and to
bserve the resulting difference in the electrocatalytic activity
f the film, thus verifying the importance of the dendrimer-
anoparticle matrix for a good analytical response. Fig. 3
ompares the HPLC calibration curve obtained for the GC-
EN-Rh electrode after the thermal treatment with those for
clean GC, a dendrimer-coated GC electrode, and the origi-

al GC-DENs-Rh modified electrode. It is seen that the thermal
reatment reduces the sensitivity of the electrode and that the lin-
arity of the calibration curve is lost. Presumably the degradation
f the dendritic structure of the electrocatalytic film allows the
anoparticles to be lost or to passivate, causing a loss of activity.
DX results, presented in Fig. 4, show that rhodium remained on

he surface after the thermal treatment, but SEM images reveal a
hange in the distribution and size of the aggregates, indicating
he passivation of the catalyst. Measurements with GC and the
C-PAMAM-G4.0-OH surface, which do not show any metal

pecies present, are included for comparison.
Given that the GC-DEN-Rh electrode offers sensitivity for
A detection comparable to that of the optical method in syn-
hetic DA samples, its application was tested in the HPLC
ith samples of urine without any pre-treatment. The standard-

ddition technique was used with the biological samples, which

ig. 3. HPLC calibration curves for the amperometric detection of DA with the
ollowing electrodes: (�) GC, (�) GC-(G4.0-OH), (�) GC-DEN-Rh, and (�)
C-DEN-Rh after thermal treatment at 348 K for 72 h.

Fig. 4. EDX spectra and SEM images for the following surfaces: (A) GC, (B)
G
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C-(G4.0-OH), (C) GC-DEN-Rh before, and (D) GC-DEN-Rh after thermal
reatment at 348 K for 72 h. The experiments were made using an acceleration
oltage of 15 kV and 5000× augmentation.

nvolves measuring the HPLC response as known amounts of
he target compound are added to samples of the unknown to be
etermined [2]. The objective was to compare the relative perfor-
ance of the new amperometric detector with that of the optical
ethod when potentially interfering species are present in the

ample. In agreement with the results obtained with the syn-
hetic DA solutions, the GC-DEN-Rh modified electrode again
howed the best sensitivity among the DEN-modified electrodes
urveyed.

Fig. 5A shows the HPLC standard-addition curve obtained
y optical detection with the synthetic DA solutions compared
ith that obtained with a urine sample. It is seen that the slope of

he curve changes in the former case (from 0.0198 to 0.0398),

ndicating a shift in sensitivity because of the solution matrix
pparently introduces at the same wavelength proportional and
ystematic deviations caused by additional compounds in the
rine sample [2]. The insert (i) in Fig. 5 shows that the response
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Table 2
Detection (D.L.) and quantification limits (Q.L.) for the spectroscopic (A) and electrochemical (B) detection of DA in HPLC analysis of urine samples, using the
DEN-Rh-modified GC electrode

Detector Equation R2 D.L. (�M) Q.L. (�M)

A
B

o
t
c
i
t
a
w

o
d
a

F
(
m
T
t
e

i
m
e
t
d
s
p
i

y (m a.u.) = 0.0398x (�M) + 1.0143
y (�A cm−2) = 0.0431x (�M) + 1.0391

f the optical detector contains at least one extraneous peak on
he shoulder of the DA signal. Whereas the synthetic-solution
alibration curve would indicate from the response with the orig-
nal sample, 1.0 m a.u., that the sample concentration was close
o 50 �M, extrapolation of the standard-addition line to the X-
xis indicates that the concentration of DA in the urine sample
as only 25 �M.
Fig. 5B shows the comparable standard-addition curves
btained with the GC-DEN-Rh electrode in the amperometric
etector. It is seen that the slopes are nearly the same at 0.0458
nd 0.0431 for synthetic and biological samples, respectively,

ig. 5. Standard-addition HPLC DA calibration curves for (�) synthetic DA and
�) urine samples by (A) optical absorption at 281 nm and by (B) amperometric
easurement at 900 mV (vs. Ag/AgCl) on a GC-DEN-Rh-modified electrode.
he inserts present chromatograms produced by the spectroscopic (i) and elec-

rochemical (ii) detectors for a urine sample. The DA signal (*) appears at an
lution time of 13 min.

a
e
t

a
s
m
s
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s
i

d
f
s
H
a
D
t
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t

A
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t
C

R

0.999 0.07 0.23
0.997 0.16 0.54

ndicating that the urine matrix has little effect on the ampero-
etric measurement. There is little if any interference with the

lectrochemical signal by the additional compounds present in
he urine sample, thus providing selectivity for amperometric
etection of dopamine at 900 mV. Extrapolation of the upper,
tandard-addition line indicates a DA concentration in the sam-
le of about 25 �M. This value is close to the concentration
ndicated by the synthetic-sample calibration curve obtained for
n output of 1 �A cm−2. Furthermore, insert (ii) shows that the
lectrochemical output signal is much cleaner at the DA elution
ime than is the optical signal.

Table 2 compares the equations fit to the two standard-
ddition lines of Fig. 5 obtained with the real biological
pecimen. In this case, the sensitivity, i.e. the slope, of the optical
easurement appears to be greater than that with the synthetic

amples. Furthermore, the detection limit of the optical method,
erived from the scatter of experimental points around the lin-
ar fit shown in Table 2, seems to be somewhat lower than that
or the amperometric technique. Nevertheless, the shift in the
lope suggests that the optical method is more susceptible to
nterfering matrix effects.

In conclusion, GC electrodes modified with composites of
endrimer and metallic nanoparticles (DENs) show good per-
ormance in detecting DA in both synthetic and clinical urine
amples. Compared with the typical spectroscopic detection in
PLC analyses, the amperometric method offers a detector that

ppears to be less susceptible to matrix effects. Among the three
EN-modified electrodes surveyed in this study, the best elec-

rocatalytic nanocomposite film was found to be that based on
C-DEN-Rh. Our research group is currently working to deter-
ine optimal conditions for obtaining stability and durability

f these sensors for long-term use as electroanalytical HPLC
etectors for dopamine and other compounds with biological
mportance, preferably without the requirement for sample pre-
reatment.

cknowledgements

The authors are grateful to Consejo Nacional de Ciencia
Tecnologı́a (CONACyT, Grant 45157) for financial support

f this work. EB and BD are also grateful to CONACyT for
heir doctoral scholarships. TWC is a CONACyT Cooperante in
IDETEQ under the sponsorship of the U.S. Peace Corps.
eferences

[1] S.S. Kumar, J. Mathiyarasu, K.L. Phani, J. Electroanal. Chem. 578 (2005)
95.



1 anta 7

[

[
[
[

[

[

[

[
[

[

[
[

[

592 E.B. Bustos et al. / Tal

[2] V.R. Meyer, Practical High-Performance. Liquid Chromatography, 3rd ed.,
John Wiley & Sons, West Sussex, England, 1998.

[3] R. Zhu, W.T. Kok, Anal. Chem. 69 (1997) 4010.
[4] T.J. O’Shea, M.W. Telting-Dı́az, S.M. Lunte, C.E. Lunte, Electroanalysis

4 (1992) 463.
[5] H. Maeda, K. Katayama, R. Matsui, Y. Yamauchi, H. Ohmori, Anal. Sci.

16 (2000) 293.
[6] E. Bustos, J. Manrı́quez, G. Orozco, L.A. Godı́nez, Langmuir 21 (2005)

3013.
[7] R.W.J. Scott, A.K. Datye, R.M. Crooks, J. Am. Chem. Soc. 125 (2003)

3709.
[8] H. Ye, R.M. Crooks, J. Am. Chem. Soc. 127 (2005) 4930.
[9] R.M. Crooks, B.I. Lemon III, L. Sun, L.K. Yeung, M. Zhang, Dendrimer-

Encapsulated Metals and Semiconductors: Synthesis Characterization and
Applications, Springer, New York, 2001, p. 89.
10] H. Tokuhisa, M. Zhao, L.A. Baker, V.T. Phan, D.L. Dermody, M.E. Garcia,
R.F. Peez, R.M. Crooks, Th.M. Mayer, J. Am. Chem. Soc. 120 (1998) 4492.

11] L.V. Protsailo, W.R. Fawcett, Electrochim. Acta 45 (2000) 3497.
12] R.M. Crooks, J. Phys. Chem. B 109 (2005) 692.
13] M. Zhao, R.M. Crooks, Angew. Chem. Int. Ed. 38 (1999) 3.

[
[

[

2 (2007) 1586–1592

14] B. Lamprecht, G. Schider, R.T. Lechner, H. Ditlbacher, J.R. Krenn, A.
Leitner, F.R. Aussenegg, Phys. Rev. Lett. 84 (2000) 4721.

15] M. Barbic, J.J. Mock, D.R. Smith, S.J. Schultz, J. Appl. Phys. 91 (2002)
9341.

16] J.D. Kottman, O.J.F. Martin, D.R. Smith, S. Schultz, Chem. Phys. Lett. 341
(2001) 1.

17] K. Esumi, A. Suzuki, A. Llamarı́a, K. Torigue, Langmuir 16 (2000) 2604.
18] G.K. Kiema, G. Fitzpatrick, M.T. McDermott, Anal. Chem. 71 (1999)

4306.
19] K. Kinoshita, Carbon: Electrochemical and Physicochemical Properties,

John Wiley & Sons, USA, 1988.
20] Y. Yang, Z.G. Lin, J. Appl. Electrochem. 25 (1995) 259.
21] V.M. Jovanovic, S. Terzic, A.V. Tripkovic, K.D. Popovic, J.D. Lovic, Elec-

trochem. Commun. 6 (2004) 1254.
22] H. Maeda, Anal. Sci. 16 (2000) 293.

23] P. Chen, R.L. McCreery, Anal. Chem. 68 (1996) 3958.
24] R.T. Morrison, R.N. Boyd, Quı́mica Orgánica, 2nd ed., Adisson Iberoamer-

icana, USA, 1987, p. 811.
25] J. Peterson, V. Allikmaa, T. Pehk, M. Lopp, Proc. Estonian Acad. Sci.

Chem. 3 (2001) 167.



A

c
w
o
a
h
a
t
(
©

K

1

(
r
C
d
fl
f
c
f
(
o
s
f
t

0
d

Talanta 72 (2007) 1410–1415

A new electrochemiluminescent sensing system for glucose
based on the electrochemiluminescent reaction of

bis-[3,4,6-trichloro-2-(pentyloxycarbonyl)-phenyl] oxalate

Zhihuang Chen, Jian Wang, Zhenyu Lin, Guonan Chen ∗
Ministry of Education Key Laboratory of Analysis and Detection Technology for Food Safety,

and Department of Chemistry, Fuzhou University, Fuzhou, Fujian 350002, China

Received 29 November 2006; received in revised form 19 January 2007; accepted 19 January 2007
Available online 30 January 2007

bstract

In this paper, the electrochemiluminescence (ECL) behavior of bis-[3,4,6-trichloro-2-(pentyloxycarbonyl)-phenyl] oxalate (BTPPO) at glassy
arbon electrode (GCE) in phosphate buffer solution in the presence of hydrogen peroxide has been investigated when linear sweep voltammetry
as applied. The optimum chemical conditions and electrochemical parameters for this ECL system have been investigated in detail. Under the
ptimum conditions, it was found that the concentration of BTPPO was linear with the ECL intensity in the range of 3.0 × l0−6 to 3.0 × 10−4 mol/L,
nd the detection limit (S/N = 3) for BTPPO was 1.0 × 10−7 mol/L. The possible mechanism for ECL of BTPPO at the GCE in the presence of

ydrogen peroxide was also discussed. Furthermore, based on the fact that glucose oxidase can react with glucose to produce hydrogen peroxide,
new ECL sensing system of BTPPO has been developed for detection of glucose. The enhanced ECL intensity has a linear relationship with

he concentration of glucose in the range of 1.0 × l0−4 to 1.0 × 10−3 mol/L, and the detection limit for glucose is found to be 5.0 × 10−5 mol/L
S/N = 3).

2007 Elsevier B.V. All rights reserved.
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. Introduction

Bis-[3,4,6-trichloro-2-(pentyloxycarbonyl)-phenyl] oxalate
BTPPO) is one of the most efficient chemiluminescent (CL)
eagents among the aryl oxalate ester compounds [1]. Since the
L systems based on the reaction between various oxalic acid
erivatives and hydrogen peroxide in the presence of a suitable
uorophore was first described by Chandross [1] in 1963, and the
urther developments of this chemistry was made by Rauhut and
o-workers [2–5], more efficient reagents have become available
or what is now referred to as peroxyoxalate chemiluminescence
POCL). Then there are many papers reported about the CL
f peroxide oxalate [6–12]. Mechanism studies of oxalate CL

ystems have indicated that peroxyoxalate derivatives can be
ormed during the reaction, depending on the reactants and reac-
ion conditions, and indicated that the concerted multiple bond

∗ Corresponding author. Fax: +86 591 83713866.
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iluminescence; Glucose oxidase; Glucose

leavage decomposition of such intermediates is the source of
he large and synchronous energy release required for electronic
xcitation of the emitting fluorescer [2,3]. Due to the highly effi-
ient as a CL system, the POCL enables the excitation of various
uorophores to have emission wavelengths from the ultraviolet

o near infrared, which facilitates its utilization for numerous
nalytical applications [13–16]. In addition, the POCL has also
een used for the detection of hydrogen peroxide [17,18] and
uorescent compounds [19,20].

Electrochemiluminescence (ECL), also known as electro-
enerated CL, has become an important detection method in
nalytical chemistry in recent years [21–26]. In comparison to
L, many of the properties of ECL are very similar to those
f CL, such as the high sensitivity, but for an ECL reaction
he process of CL can be controlled by adjusting the potentials,
herefore, ECL method also has high selectivity.
Just like the above statement, there are many papers, which
ave reported the CL of the aryl oxalate. However, we do not
ound any papers about the ECL of aryl oxalate. Therefore, the
oal of this study was to investigate the ECL behavior of BTPPO
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Table 1
Linear sweep voltammetry parameters
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m
of BTPPO/H2O2 system at GCE over the potential range of
0–1200 mV. The result showed that, when LSV was performed,
the most stable ECL was obtained and the peak shape was better.
Therefore, LSV was selected for the subsequently studies.
Z. Chen et al. / Talan

n the presence of hydrogen peroxide at the glassy carbon elec-
rode. The optimum chemical conditions and electrochemical
arameters for this ECL system have been investigated in detail,
nd the possible mechanism of this ECL system is discussed.

It was found that in the mixture of glucose and glucose
xidase, BTPPO would also give the stronger ECL signal in
he absence of hydrogen peroxide, which was attributed to the
eaction between glucose and glucose oxidase to produce the
ydrogen peroxide. Therefore, the ECL system of BTPPO can
e used to detect the hydrogen peroxide generated by enzymatic
eaction [27,28], based on which, we developed a new ECL
ethod for detection of glucose.

. Experimental

.1. Chemicals and solutions

BTPPO was obtained from Fluka. A stocking solution of
.0 × 10−3 mol/L BTPPO was prepared by dissolving the solids
n ethanol and stored at 4 ◦C in a refrigerator, to minimize
xposure to light and air. Glucose oxidase (GOD, EC, 1.1.3.4,
39 U/mg, from Aspergillus niger) was purchased from Sigma.
working solution of H2O2 was prepared fresh daily from 30%

v/v) H2O2 (Xinke Electrochemical Reagent Factory, Bengbu,
hina). Working solutions were made by dilution of these stock

olutions. All other chemical reagents were of analytical grade
r better, double-distilled water was used throughout the exper-
ments.

.2. Apparatus

ECL intensity versus potential was detected by using a
PCL Ultra-Weak Chemiluminescence Analyzer controlled by
personal computer with BPCL program (Institute of Bio-

hysics, Chinese Academy of Science) in conjunction with a CH
nstruments model 660a Electrochemical Analyzer (Shanghai
henghua Instrument Co., China). The electrochemical analyzer
as used for controlling waveforms and potentials. The detail of

his ECL detection system has been given in the previous reports
25,29].

A conventional three-electrode system was used as the
lectrolytic system, which was composed of a glassy carbon
lectrode as the working electrode, a platinum wire as the counter
lectrode and an Ag/AgCl (sat. KCl) electrode as the reference
lectrode. A commercial 5 mL cylindroid’s glass cell was used as
n ECL cell, and it was placed directly in the front of the photo-
ultiplier tube. The ECL cell was washed with 0.2 mol/L nitric

cid and water in sequence before use. Before each measure-
ent, the working electrode was pretreated by polishing their

urfaces with aqueous slurries of alumina powders (average par-
icle diameters: 1.0 and 0.3 �m �-Al2O3) on the polishing micro-
loth and rinsed with water to give a smooth electrode surface.
.3. Procedures

A three electrodes electrochemical cell system was con-
tructed in a standard quartz photocuvette (i.e. ECL cell) to

F
0
w

nitial E (V) Final E (V) Scan rate (V/s) Sample interval (V)

.0 1.2 0.2 0.001

erform electrochemical and ECL measurement simultaneously
t room temperature. BTPPO and hydrogen peroxide were
ixed just before the experiment in phosphate buffer solution.
inear sweep voltammetry with appropriate parameters (see
able 1) was performed and the ECL signal was recorded simul-

aneously. The emission at 0.68 V was used as the quantitative
nalysis.

. Results and discussion

.1. ECL behavior of BTPPO in the presence of hydrogen
eroxide

The ECL of BTPPO was primarily examined at a glassy car-
on electrode (GCE) by linear sweep voltammetry (LSV) in
hosphate buffer solution. The primary experiments showed that
he BTPPO did not give ECL by itself at GCE in the absence
f hydrogen peroxide. However, a broad ECL peak of BTPPO
ould be observed at the GCE in the presence of hydrogen per-
xide (see Fig. 1). When the applied potential was at 0.68 V,
he ECL intensity reached a maximum value. Therefore, the
CL intensity at 0.68 V was selected for quantitative analy-
is of BTPPO, because the maximum ECL intensity could be
easured conveniently.

.2. Selection of electrochemical parameters

The linear sweep voltammetry and square wave voltam-
etry (SWV) were selected to examine the ECL behavior
ig. 1. LSV and ECL curves in phosphate buffer solution (pH 10.0) containing
.15 mmol/L BTPPO at GCE: (a) ECL curve and (b) LSV; conditions of LSV
ere the same as in Table 1. [H2O2] = 7.0 × 10−3 mol/L.
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Fig. 2. Linear sweep voltammograms obtained at the GCE of 2 × 10−4 mol L−1

BTPPO in phosphate buffer solution (pH 10) at the different scan rate. (A) Plot of
p
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3.0 × 10 to 3.0 × 10 mol/L. The regression equation was

IECL

(a.u.)
= 1.23 + 1.25 × 106C/(mol/L) (R = 0.9986)

Fig. 3. LSV and ECL curves in various concentration of BTPPO in pH 10.0 phos-
eak current (ip) vs. scan rate (v); (B) plot of peak current (ip) vs. square root of
can rate (v1/2). (a) 0.01 V/s; (b) 0.05 V/s; (c) 0.10 V/s; (d) 0.15 V/s; (e) 0.20 V/s;
f) 0.25 V/s; (g) 0.30 V/s; (h) 0.35 V/s; (i) 0.40 V/s; [H2O2] = 7.0 × 10−3 mol/L.

Under the mode of LSV, the effect of scanning rate on the
CL of BTPPO/H2O2 system has been examined and the result
howed that the ECL intensity was increased with the scanning
ate below 200 mV s−1, and the ECL intensity reached the max-
mum and then kept constant at scanning rate of 200 mV s−1.
herefore, 200 mV s−1 was selected as the scanning rate in sub-
equent work.

The effect of scanning rate on the peak current under LSV
ode was shown in Fig. 2. It can be seen from Fig. 2 that the

eak current is increased with the scan rate, but the peak current
s not linear with the scan rate (see Fig. 2A). However, it can
e seen from Fig. 2B that the peak current is linear with the
quare root of scan rate, which indicates that in the anodic pro-
ess, the electrochemical oxidation of BTPPO in the presence
f hydrogen peroxide at the glassy carbon electrode is diffusion-
ontrolled, i.e., BTPPO is not adsorptive or weakly adsorptive
t glassy carbon electrode.

.3. Selection of chemical reaction conditions

.3.1. Selection of reaction medium
Since BTPPO was difficult to dissolve in the water, so we

aid more attention to the dissolution of BTPPO, and tried to
se some solvents to increase the solubility of BTPPO. However,
e found that the tested solvents except ethanol could enhance

he CL signal of BTPPO but not the ECL signal. Therefore,
e investigated the ECL behavior of BTPPO in ethanol solvent
ixed with phosphate buffer solution. It was found that the signal

f BTPPO was stable and reproducible. So ethanol and aqueous
ixture solution with the ratio of 1:100 was used as the solvent

or this ECL system.

The ECL behavior of BTPPO/H2O2 system in different buffer

edia (pH 10), such as acetate buffer, borate buffer, B.R buffer
nd phosphate buffer solution, was investigated in detail. The
xperiments showed that the maximum ECL intensity could be
btained in phosphate buffer solution.

p
5
m
2
s

(2007) 1410–1415

.3.2. Selection of pH
In phosphate buffer solution, the ECL behavior of

TPPO/H2O2 system has been examined under the different
H value. It was found that when pH was below pH 8.0, the
TPPO/H2O2 system did not give ECL signal or the ECL inten-

ity was very week. Beyond pH 8.0, the ECL intensity was
ncreased quickly with the increase of pH value, and in the range
f pH 10.0–10.5, the ECL intensity reached the maximum and
ept constant, beyond pH 10.5, the ECL intensity was decreased
lightly with the increasing of pH. Therefore, pH 10 was selected
s the optimum pH for subsequent experiments.

.3.3. Effect of hydrogen peroxide concentration
The effect of concentration of hydrogen peroxide on the ECL

ntensity was investigated, and the results show that the ECL
ntensity was increased quickly with the concentration of hydro-
en peroxide below 7.0 × 10−3 beyond 7.0 × 10−3 mol/L the
CL intensity was only increased slightly with the concentration
f hydrogen peroxide. 7.0 × 10−3 mol/L of hydrogen peroxide
as used in subsequent experiment.

.4. Linear response range of ECL for BTPPO system

Fig. 3 shows the effect of the concentration of BTPPO on
he ECL intensity. It can be seen from Fig. 3 that the ECL
ntensity is increased with the concentration of BTPPO (see
ig. 3A), and the peak current of the LSV is also increased
ith the concentration of BTPPO in the presence of H2O2 (see
ig. 3B).

Under the optimum conditions, the ECL intensity had a linear
elationship with the concentration of BTPPO in the range of

−6 −4
hate buffer solution: (A) ECL curve and (B) LSV; (a) 3.0 × 10−5 mol/L; (b)
.0 × 10−5 mol/L; (c) 7.0 × 10−5 mol/L; (d) 9.0 × 10−5 mol/L; (e) 1.1 × 10−4

ol/L; (f) 1.3 × 10−4 mol/L; (g) 1.5 × 10−4 mol/L; (h) 1.7 × 10−4 mol/L; (i)
.0 × 10−4 mol/L; [H2O2] = 7.0 × 10−3 mol/L; conditions of LSV were the
ame as in Table 1.



Z. Chen et al. / Talanta 72

Fig. 4. Cyclic voltammograms of BTPPO/H2O2 solution at the GCE: (A)
phosphate buffer solution (pH 10.0); (B) phosphate buffer solution (pH 10.0)
w −4
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ith BTPPO (2.0 × 10 mol/L); (C) phosphate buffer solution (pH 10.0) with
TPPO (2.0 × 10−4 mol/L) and H2O2 (7.0 × 10−3 mol/L); conditions of LSV
ere the same as in Table 1.

here IECL is the intensity of ECL, C is the concentration of
TPPO. The relative standard deviation for 1.0 × 10−5 mol/L
TPPO was 2.7% (n = 11). The detection limit (defined as the
oncentration that could be detected at the signal-to-noise ratio
f 3) was 1.0 × 10−7 mol/L.

.5. Mechanism for the ECL of BTPPO in the presence of
ydrogen peroxide

.5.1. Cyclic voltammetry of BTPPO/H2O2 system
The cyclic voltammograms of BTPPO in phosphate buffer

olution (pH 10.0) at a GC electrode was recorded. It was
vident from the cyclic Voltammograms (as shown in Fig. 4)
hat the electrode processes for the oxidations of BTPPO were
otally irreversible and the oxidation peak potential was 0.68 V.
n Fig. 4B, the solution only contains BTPPO and in Fig. 4C
here is the mixture of BTPPO and H2O2. The ECL experiment
lso showed that the ECL intensity in the solution of BTPPO
nd H2O2 is much stronger than that in the solution of BTPPO.

.5.2. Determination of the number of transfer electron and
roton involved in the electrode reaction of BTPPO/H2O2

ystem
The influences of scan rate on the oxidation peak current

nd potential have been discussed (see Fig. 2). The oxidation
eak current of BTPPO is proportional to the square root of
can rate, which indicated that the oxidation of BTPPO at GCE
s diffusion-controlled. The oxidation peak potential (Ep) shifts
owards positive direction when increasing the scan rate (v), and
he relationship between Ep (V) and v (V/s) is in accordance

ith the following equation:

p = 0.7009 + 0.0135 ln(v) (1)

or a totally irreversible electrode process, Ep and v can be
efined by the following equation [30]:

i
c
[
n
T
H
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p = E0′ +
(
RT

αnaF

)[

0.780 + ln

(
D

1/2
R

k0

)

+ln

(
αnaFv

RT

)1/2
]

(2)

here E0′ is the formal potential, k0 the standard heterogeneous
ate constant, DR the diffusion coefficient of BTPPO, A the
lectrode area and α is transfer coefficient of the oxidation of
TPPO. Other symbols have their usual significance. From Eqs.

1) and (2), we can obtain:

RT

2αnaF
= 0.0135 (3)

The value of αna, calculated from Eq. (3), is 0.95. Generally,
in the totally irreversible electrode process is assumed as 0.5.
onsequently, two electrons are involved in the oxidation of
TPPO.

.5.3. The ECL spectrum
The ECL emission spectrum for BTPPO (2.0 × 10−4 mol/L)

n pH 10.0 phosphate buffer solution from 400 to 535 nm was
btained by using a series of filters. It can be seen from the
pectrum that the maximum emission wavelength was 460 nm,
hich was similar to other peroxyoxalate background chemilu-
inescence [31].

.5.4. Possible mechanism for the ECL behavior of BTPPO
n the presence of H2O2

From the above discussion of the electrochemical character-
stics of BTPPO, the oxidation of BTPPO was a two-electron
rreversible process. Fig. 4 shows the cyclic voltammetric behav-
or of BTPPO under the optimum chemical reaction conditions
t a glassy carbon electrode. With a scan rate of 200 mV/s, an
xidation peak was seen at 0.68 V. The wave was due to the
xidation of BTPPO on the electrode. However, BTPPO did not
ive ECL signal or gave only very weak ECL without addi-
ion of H2O2, which indicates that the excited species was not
roduced directly by the electrochemical reaction of BTPPO
t the glassy carbon electrode surface, but the electrolytically
xidized species reacted with other chemicals to produce an
xcited intermediate which emitted light. Therefore, when the
otential applied to oxidize BTPPO is between 0 and 1.2 V,
TPPO is oxidized to produce an intermediate, which would

eact with the hydrogen peroxide in the diffusion layer to form
he 1,2-dioxetanedione. 1,2-Dioxetanedione was decomposed
nto a singlet excited state carbon dioxide CO∗

2 and a ground
tate carbon dioxide CO2, when the singlet excited state car-
on dioxide returned to the ground state to emit light at 460 nm.
mission from excited CO2 is not normally observed in the vis-

ble region. However, a singlet excited state for bent (122◦ ± 2)

arbon dioxide exists about 46,700 cm−1 above the ground state
31]. The bent state of CO2 has been characterized from exami-
ation of the flame emission spectrum of carbon monoxide [32].
herefore, the ECL mechanism for BTPPO in the presence of
2O2 may be proposed as Fig. 5.



1414 Z. Chen et al. / Talanta 72 (2007) 1410–1415

3

3

B
g
w
B
o
o
E
o
F

Fig. 7. ECL of BTPPO elicited by the glucose oxidase reaction: (A) ECL curves
with various concentration of glucose: (a) 0.0 mol/L, (b) 2.0 × 10−4 mol/L,
(c) 4.0 × 10−4 mol/L, (d) 6.0 × 10−4 mol/L, (e) 8.0 × 10−4 mol/L and (f)
1.0 × 10−3 mol/L; (B) ECL intensity with the concentration of glucose; reaction
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Fig. 5. ECL mechanism for BTPPO in the presence of H2O2.

.6. Development of an ECL sensing system for glucose

.6.1. Principle
From the above discussions, it has been known that the

TPPO can give the ECL signal in the presence of trace hydro-
en peroxide, and we also know that glucose oxidase can react
ith glucose to form hydrogen peroxide, so we found that
TPPO would give the ECL signal in the presence of glucose
xidase and glucose even though without existing hydrogen per-

xide. Based on which, the BTPPO/glucose oxidase/glucose
CL system can be used as the sensing system for detection
f glucose. The principle of this sensing system is shown in
ig. 6 [33,34].

Fig. 6. Principle of this ECL sensing system.
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ixtures contained 0.05 mg/ml glucose oxidase, and 3.0 × 10−4 mol/L BTPPO
t pH 9.0 phosphate buffer solution; conditions of LSV were the same as in
able 1.

.6.2. Application for detection of glucose
We investigated the ECL behavior of BTPPO in the presence

f glucose and glucose oxidase and found that BTPPO did not
ive an ECL signal in the presence of glucose oxidase. However,
hen glucose was added, an ECL signal would be observed. It
as been indicated that the ECL signal of this system would be
ffected greatly by the concentration of BTPPO, and we found
hat when the concentration of BTPPO reached 3.0 × 10−4, the
CL signal of this system was stronger and beyond this concen-

ration there was no much change in the ECL signal observed.
herefore, we choose the 3.0 × 10−4 as the concentration of
TPPO for determination of glucose. It can be seen from Fig. 7

hat the light emissions of BTPPO in the presence of glucose oxi-
ase was increased with the increase of glucose. The enhanced
CL intensity had a linear relationship with the concentration
f glucose in the range of 1.0 × 10−4 to 1.0 × 10−3 mol/L (see
ig. 7B). The regression equation was

IECL

(a.u.)
= 0.43 + 2.87 × 104C/(mol/L) (R = 0.9924)

here IECL is the net intensity of ECL and C is the concentration
f glucose. The relative standard deviation for 1.0 × 10−3 mol/L
as 3.8% (n = 11). The detection limit was 5.0 × 10−5 mol/L

S/N = 3).

. Conclusions

BTPPO has been found to be able to give an ECL signal
n the presence of hydrogen peroxide at the GCE, based on
hich a novel ECL detector can be successfully used for the
etermination of hydrogen peroxide. The possible mechanism
f this ECL system has been discussed, it can be concluded

hat the electrochemical reaction of BTPPO was a two-electron
nd none proton irreversible oxidation processes. The emission
f light of BTPPO was resulted from the intermediate (1,2-
ioxetanedione), which was produced by the oxidized reaction
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f BTPPO and hydrogen peroxide. In addition, it was found
hat BTPPO could also give the same ECL signal with hydro-
en peroxide, which was generated by the enzymatic reaction
etween glucose and the glucose oxidase, based on which a
ew ECL sensing system for glucose was possibly developed.
e also assume that this ECL sensing system can be used for

he other enzymatic reaction which would produce hydrogen
eroxide.
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bstract

Generic simple and sensitive universal enzyme immunoassay approach for the determination of small analytes has been developed to avert
he problems associated with small molecule immobilization onto solid phases. The developed assay employed a heterogeneous non-competitive
inding format. The assay used anti-analyte antibody coupled to polyacrylamide beads as a solid-phase and �-d-galactosidase enzyme-labeled
nalyte as a label. In this assay, the analyte in a sample was firstly incubated to react with an excess of the antibody-coupled beads, and then
he unoccupied antibody binding sites were allowed to react with the enzyme-labeled analyte. Analyte bound to the antibody-coupled beads
as separated by centrifugation, and the enzyme activity of the supernatant was measured spectrophotometrically at 420 nm, after reaction with
-nitrophenyl-�-d-galactopyranoside as a substrate for the enzyme. The signal was directly proportional to the concentration of analyte in the
ample. The optimum conditions for the developed assay were established and applied to the determination of tobramycin, as a representative
xample of the small analytes, in serum samples. The assay limit of detection was 10 ng mL−1 and the effective working range at relative standard
eviation of ≤10% was 40–800 ng mL−1. The assay precisions were acceptable; the relative standard deviations were 4.36–5.17 and 5.62–7.40%
or intra- and inter-assay precision, respectively. Analytical recovery of tobramycin spiked in serum ranged from 95.89 ± 4.25 to 103.45 ± 4.60%.
he assay results correlated well with those obtained by high-performance liquid chromatography (r = 0.992). The assay described herein has great

ractical value in determination of small analytes because it is sensitive, rapid, and easy to perform in any laboratory. Although the assay was
alidated for tobramycin, however, it is also anticipated that the same methodology could be used for essentially any analyte for which a selective
ntibody exists, and an appropriate enzyme conjugate can be made.

2007 Elsevier B.V. All rights reserved.
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. Introduction

Immunoassay methods have been widely used in many
mportant areas of pharmaceutical analysis such as diagnosis of
iseases, therapeutic drug monitoring, clinical pharmacokinetic
nd bioequivalence studies in drug discovery and pharma-
eutical industries [1,2]. The analysis in these areas usually
nvolves measurement of very low concentrations of drugs

3–6], biomolecules of pharmaceutical interest [7], metabo-
ites [8], and/or biomarkers which indicate disease diagnosis
9–13] and/or prognosis [14]. The importance and widespread of

∗ Corresponding author. Tel.: +966 14677348; fax: +966 14676220.
E-mail address: iadarwish@yahoo.com (I.A. Darwish).
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otics; Tobramycin; Therapeutic drug monitoring

mmunoassay methods in pharmaceutical analysis are attributed
o their inherent specificity, high sensitivity, high-throughput,
nd applicability to the analysis of wide range of low molecular
eight and macromolecular analytes in complex matrices (e.g.
iological samples).

Immunoassays involving radioactive labels [15] are
xtremely sensitive and quite precise, however, the handling of
adioactive materials and radioactive waste and high cost are
nhibitory factors. Enzyme immunoassays (EIA) have become
he most universal assay method in pharmaceutical analysis
ecause of its simplicity, rapidity, sensitivity and low cost. One

dditional advantage of enzyme immunoassays is the possibil-
ty of utilizing the enzyme labels in the amplification of the
ignal, if the signal is not sufficient to give the desired assay
ensitivity [16]. The use of these labels results in assay methods
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ith extremely high sensitivity and low limits of detection [17].
he traditional enzyme immunoassays, e.g. microplate-based
nzyme-linked immunosorbent assays (ELISA) are not practi-
al for the analysis of small molecules (e.g. drugs, metabolites,
tc.) because they adsorb very poorly or not at all to the solid-
hase supports. To enhance the adsorption of small molecules
o solid-phase supports, different pre-treatment approaches were
sed. These approaches include: irradiation of the solid-phase
ith ultra-violet light [18], or treatment with alcian blue [19],

reatment of the target with carbodiimides [20], or conjugation
ith protein and subsequent immobilization of the conjugate by
assive adsorption [21]. The majority of these approaches are
till associated with drawbacks such as long incubation periods,
ultiple washing and mixing steps, high non-specific binding

ignals, they are labour intensive and/or expensive. Considering
he drawbacks of performing ELISA for small molecules, there
as a growing interest in the development of new EIA devoid
f these drawbacks.

In a previous study, Darwish [22] has developed a continuous-
ow EIA system for determination of small analytes. The system
ompletely resolved the adsorption problems; however, it was
pecifically designed for laboratories that are equipped with
PLC instrument, and it is requested to screen large number of

pecimens. This limited the application of this system in small
harmaceutical and clinical laboratories that are not equipped
ith HPLC instruments and/or requested to screen small batches
f specimens (e.g. emergency rooms, urgent-care centers, physi-
ian clinics, etc.). The present study is focused on development
nd validation of an alternative new EIA approach for deter-
ination of small analytes. The assay is specifically designed

or use in conjunction with a dedicated spectrophotometer, the
ommon instrument in all pharmaceutical and clinical laborato-
ies. In the study described herein, tobramycin (TOB) was used
s a representative example for the small analytes. The pro-
osed assay depended on a non-competitive binding reaction
nd utilized an anti-TOB monoclonal antibody coupled to poly-
crylamide beads as a solid-phase, and TOB-�-galactosidase
onjugate (TOB-�-GAL) as a label. In this method, an excess
f the antibody-coupled beads was first incubated with TOB
ample, and then separately incubated with TOB-�-GAL. After
eparation of the beads by centrifugation, the enzyme activity of
he supernatant was measured spectrophotometrically at 420 nm,
fter reaction with 4-nitrophenyl-�-d-galactopyranoside as a
ubstrate for the enzyme. The measured absorbance was directly
elated to the concentration of TOB in the sample.

. Experimental

.1. Chemicals

Tobramycin (TOB) was purchased from Eli Lilly Co. (Indi-
napolis, IN, USA). Monoclonal antibody against TOB was
btained from Fitzgerald Industries International Inc. (Concord,

A, USA). �-d-Galactosidase enzyme (�-GAL, EC 3.2.1.23,

rade III), bovine serum albumin and Tween-20 (polyethy-
ene sorbitan monolaurate) were purchased from Sigma
hemical Co. (St. Louis. MO, USA). m-Maleimidobenzoyl-

(
m
f
r

72 (2007) 1322–1328 1323

-hydroxysuccinimide ester (MBS) was obtained from Pierce
hemical Co. (Rokford, IL, USA). Glutraldehyde was
btained from Merck (New York, USA). 4-Nitrophenyl-�-d-
alactopyranoside (NPGP) was purchased from Boehringer-
annheim Biochemicals (Indianapolis, IN, USA). Polyacry-

amide beads (Bio-Gel P) was a product of Bio-Rad Laboratories
Richmond, CA, USA), and polystyrene test tubes was a product
f Walter Sarstedt (Leicester, UK). All other chemicals were of
nalytical grade.

.2. Reagent solutions

Water was purified by filtration through Nanopure II water
urification system (Barnsead/ThermLyne, Dubuque, IA, USA)
nd used for all solutions. Washing buffer; phosphate buffered
aline (PBS, 137 mM NaCl, 3 mM KCl and 10 mM sodium phos-
hate buffer, pH 7.4) containing Tween 20 (0.05%, v/v). Assay
uffer; PBS containing bovine serum albumin (0.1%, w/v). Sub-
trate solution; PBS containing 1.5 mM of NPGP. Enzymatic
eaction terminator solution; 0.1 M potassium phosphate buffer
djusted to pH 11 with NaOH.

.3. Preparation of TOB-β-GAL conjugate and
ntibody-coupled beads

Tobramycin was conjugated with �-GAL enzyme using MBS
eagent, and according to the method described by Darwish [22].
he unconjugated tobramycin was removed from the TOB-�-
AL conjugate by buffer exchange using a Centricon-30 filter

Amicon Inc., Beverly, MA, USA). Protein concentration of the
onjugate was determined using the kit obtained from Pierce
hemical Co. (Rockford, IL, USA), and the conjugate was char-
cterized in terms of specific activity of �-GAL. The specific
ctivity was 242 units mg−1 protein; unit was defined as the
mount of �-GAL enzyme that converts 1 �mol of NPGP in
min.

The antibody-coupled beads were prepared by activation of
he polyacrylamide beads with glutraldehyde, and covalently
inking the glutraldehyde-activated beads to the anti-TOB anti-
ody [23]. The antibody-coupled beads were thoroughly washed
ith PBS and finally diluted into the assay buffer solution to a

oncentration of 50 mg mL−1 and stored at 4 ◦C.

.4. Determination of optimum concentrations of
OB-β-GAL enzyme conjugate and antibody-coupled beads

The optimal concentrations of TOB-�-GAL and antibody-
oupled beads were determined by checkerboard titration.
urified TOB-�-GAL was diluted into the assay buffer at con-
entrations of 0.1, 0.25, 0.5, and 1 �g mL−1 and mixed in
olystyrene test tubes with the antibody-coupled beads at con-
entrations of 5, 10, 15, and 20 mg mL−1. The binding was
hen allowed to proceed by incubation at room temperature

25 ± 2 ◦C) for 15 min with gentle shaking to prevent the sedi-
entation of the beads. The tubes were centrifuged at 3000 rpm

or 2 min, and 50 �L the supernatant was dispensed into a sepa-
ate test tube contained 450 �L of NPGP substrate solution. The
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Fig. 1. Schematic diagram of the non-competitive EIA for determination of
TOB in serum. (A) The serum sample-containing TOB was allowed to bind to an
excess of anti-TOB antibody-coupled beads, and then the serum was removed
by washing. (B) The beads were subsequently incubated with TOB-�-GAL,
and then the antibody beads were separated by centrifugation. (C) The enzyme
a
c
o

t
U
f
b
the optimum time and incubation temperature required for the
immunological reaction. As shown in Fig. 3, the reaction pro-
ceeded faster to completion as the temperature was increased
324 I.A. Darwish et al. / Ta

olor-developing enzymatic reaction was allowed to proceed
or 10 min, and then 2.5 mL of the enzymatic reaction termi-
ator solution was added to each tube. The absorbances were
easured by spectrophotometer (UV-1601PC, Shimadzu Co.,
yoto, Japan) at 420 nm. The concentration of TOB-�-GAL

hat was sufficient enough to saturate all the binding sites of the
ntibody, and yielded a signal between 0.8 and 1.0 absorbance
nits, in absence of antibody-coupled beads, was considered as
ptimum.

.5. Assay procedure

All procedures were carried out at room temperature
25 ± 5 ◦C) in triplicate. Fifty microliters of TOB sample (serum
r standard solution) was dispensed into each polystyrene test
ube contained 500 �L of antibody-coupled beads suspension
20 mg mL−1). The tubes were incubated for 30 min with gen-
le shaking to prevent the sedimentation of the beads particles,
nd then centrifuged at 3000 rpm for 2 min. The supernatants
ere aspirated to waste; care being taken to avoid the distur-
ance of the beads pellet at the bottom of the tubes. The beads
ere washed three times by shaking with 1 mL of the wash-

ng buffer for about 2 min, centrifugation, and aspiration of the
upernatants. Five hundred microliters of TOB-�-GAL solu-
ion (0.25 �g mL−1 in assay buffer) was added and the tubes
ere incubated for 15 min with gentle shaking. The tubes were

hen centrifuged for 2 min, and 50 �L of the supernatant was
ispensed into a separate test tube. The enzyme activity of the
upernatants was determined as described above, and the data
ere transformed to a four-parameter curve using Slide Write
lus software version 5.011 (Advanced Graphics Software Inc.,
A, USA).

. Results

This study describes a simple non-competitive enzyme
mmunoassay for determination of TOB, as a representative
xample for small analytes, in serum; Fig. 1 illustrates the gen-
ral procedure of this assay. The assay was carried out in two
ain steps; the immunchemical reaction and the color develop-

ng reaction. In the first step, TOB in samples was allowed to bind
o an excess of anti-TOB monoclonal antibody linked to poly-
crylamide beads, as solid phase. Then, TOB-�-GAL conjugate
as allowed to bind to the remaining antibody binding sites. In

he second step, the enzyme activity in the supernatant, after cen-
rifugal sedimentation of the solid-phase beads, was determined
sing NPGP substrate. The absorbances, measured spectropho-
ometrically, were directly proportional to the concentration of
OB in the sample.

.1. Optimum assay conditions

The optimal concentration of TOB-�-GAL conjugate was

onsidered as the concentration that was able to saturate all
he binding sites of the antibody and yielded a signal between
.8 and 1.0 absorbance unit in the absence of antibody-coupled
eads. This concentration was 0.25 �g mL−1 when the concen-

F
a
0
t
g

ctivity of the supernatant was determined by chromogenic substrate, and the
olor development was directly proportional to the concentration of TOB in the
riginal sample.

ration of the antibody-coupled beads was 20 mg mL−1 (Fig. 2).
nless otherwise stated, these concentrations were used for

urther experiments. The kinetics of TOB binding to the anti-
ody was studied at different temperatures in order to determine
ig. 2. Checkerboard titration of TOB-�-GAL conjugate versus anti-TOB
ntibody-coupled beads. The conjugate at concentrations of 0.1 �g mL−1 (♦),
.25 �g mL−1 (�), 0.5 �g mL−1 (©), and 1 �g mL−1 (�) were allowed to bind
he antibody-coupled beads at the indicated concentrations. The signals were
enerated as described in Section 2.
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Fig. 3. Immunoreaction kinetics for binding of TOB to antibody-coupled beads.
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Fig. 5. Calibration curve (�) and precision profile (�) of the non-competitive
EIA for determination of TOB. Various concentrations of TOB were prepared
in the assay buffer, and allowed to bind to an excess of anti-TOB antibody-
coupled beads. After washing, the beads were subsequently incubated with
TOB-�-GAL. The excess unbound reagent was removed by centrifugation, and
t
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d
d

n assay buffer solution containing 50 ng mL TOB was incubated with
0 mg mL−1 antibody beads suspension at 25 ◦C (©) and 37 ◦C (�) for the
ndicated periods of time, and then processed as described in Section 2.

rom 25 to 37 ◦C. There was no significant difference between
he results of the reaction at 37 ◦C for 30 min and that of at
oom temperature (25 ± 2 ◦C) for 40 min. For convenience, fur-
her experiments were carried out at room temperature to avoid
sing an additional temperature control instrument. In order
o determine the color-developing time, the enzyme reaction
inetic was studied using 25, 50 or 75 �L supernatant. The
esults (Fig. 4) showed that 25, 50 or 75 �L could be incubated
ith the substrate solution for 20, 10 or 5 min, respectively. For

eading precision consideration, the enzyme color reaction for
he subsequent experiments was carried out using 50 �L of the
upernatant and 10 min for incubation with the substrate.

.2. Analytical performance

.2.1. Calibration curve and sensitivity
The calibration curve of TOB using the proposed non-

ompetitive EIA is shown in Fig. 5. The data showed good

orrelation coefficient (r = 0.998) on the four-parameter curve
t. The limit of detection of the proposed non-competitive EIA,
alculated as the lowest TOB concentration significantly differ-
nt from zero concentration at 95% confidence limit, i.e. mean

ig. 4. Time-course of the color development reaction in the non-competitive
IA for TOB. The non-competitive assay was performed using 50 ng mL−1

OB. After centrifugation of the TOB-bound antibody beads: 25 �L (�), 50 �L
©), and 75 �L (�) of the supernatant was incubated with 450 �L of the substrate
olution for the indicated periods, and then processed as described in Section 2.
alues were the mean of three determinations ± S.D.
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he enzyme activity of the supernatant was determined by chromogenic sub-
trate as described in Section 2. The values plotted were the mean of three
eterminations ± S.D.

f zero ± 4.65 S.D. [24] was 10 ng mL−1, based on the basis of
replicate measurements of the reagent blank. The supernatant

olutions that have been used for generating the calibration curve
ere stored overnight at 4 ◦C, and then were used for generat-

ng a new curve. The two curves were completely superimposed
not shown data) indicating the stability of the enzyme conju-
ate. This allowed the removing of the supernatants and storing
hem for delayed measurements of the enzyme activity. This
ncreases the convenience of the analysis, and allows the easy
andling of large batches of specimens.

.2.2. Serum matrix effect and specificity
Studying the effect of serum matrix was necessary in the

evelopment of the proposed method, since the assay was
esigned for quantitation and therapeutic monitoring of TOB
n serum. Quality control TOB-free serum sample was seri-
lly diluted into the assay buffer solution and each dilution was
piked with 200 ng mL−1 of TOB standard. The spiked samples
ere then analyzed by the proposed assay to investigate the fea-

ibility of the assay. The measured concentrations increased with
he increase in the serum dilution, and then leveled off when the
erum dilution was 20-fold. Therefore, serum samples should
e diluted, in assay buffer, at least 20-fold in order to reduce
ossible false-negative analytical results (Fig. 6). It is worth to
ention that the high sensitivity of the assay (limit of detection
as 10 ng mL−1) allowed the dilution of a clinical specimen
p to 100-fold as the TOB concentration would remain in the
linical therapeutic range (5–10 �g mL−l).

Although, the assay utilized a monoclonal antibody spe-
ific to TOB, it was necessary to investigate the effect of the
xperimental assay conditions on this specificity. The specificity
tudy was performed using various aminoglycoside antibiotics

kanamycin, gentamicin, amikacin, and streptomycin) at con-
entrations considerably higher than that may be present in
atient serum [25]. No cross reactivity was detected with any
f the tested compounds indicating the good specificity of the
ethod under the experimental conditions.
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Fig. 6. Effect of serum matrix on the performance of the non-competitive EIA for
TOB. TOB-free serum sample was serially diluted in the assay buffer solution,
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Table 2
Analytical recovery of tobramycin added to serum

Serum code Tobramycin (ng mL−1) Recovery (%)

Added Found

A 40 41.38 ± 0.92a 103.45 ± 4.60
100 100.20 ± 2.68 100.20 ± 2.68
500 479.45 ± 21.26 95.89 ± 4.25

B 40 39.14 ± 1.02 97.58 ± 5.10
100 100.50 ± 3.72 100.50 ± 3.72
500 502.10 ± 20.16 100.42 ± 4.03

C 40 40.80 ± 1.08 102.13 ± 5.40
100 96.70 ± 4.74 96.70 ± 4.74
500 502.60 ± 30.57 100.52 ± 6.11

a Values are mean of three determinations ± S.D.

Table 3
Comparison of the proposed EIA with HPLC for determination of serum samples
spiked with tobramycin

Spiked tobramycin
(�g mL−1)

Found tobramycin (�g mL−1)

EIA HPLC

2.0 1.86 ± 0.12a 1.65 ± 0.04
4.0 4.28 ± 0.22 4.12 ± 0.10
6.0 5.05 ± 0.19 6.05 ± 0.13
8.0 8.26 ± 0.42 7.84 ± 0.14

1

f
r
s

3

p
1
p
t
E

nd each of the diluted samples was spiked with 200 ng mL−1 TOB. The spiked
amples were analyzed by the EIA as described in Section 2. The plotted values
ere the mean of three determinations ± S.D.

.2.3. Precision
The assay precision profile obtained from the results of

alibration standard samples, assayed in triplicate, is shown
n Fig. 5. From this profile, the working range of the assay
40–800 ng mL−1), whereas the values of relative standard devi-
tion (R.S.D.) were less than 10%, was derived. The R.S.D. at
he detection limit of the assay (10 ng mL−1) was found to be
2.02%. The intra- and inter-assay precisions were tested at three
ifferent levels (low, intermediate, and high) of TOB concentra-
ions (40, 100, and 500 ng mL−1). The intra-assay precision was
ssessed by analyzing 8 replicates of each sample in a single run
nd the inter-assay precision was assessed by analyzing the same
ample, as duplicates, in four separate runs. According to the rec-
mmendation of immunoassay validation [26], the assay gave
atisfactory results; the R.S.D. was 4.36–5.17 and 5.62–7.40%
or intra- and inter-assay precision, respectively (Table 1).

.2.4. Analytical recovery
Recovery of the assay was assessed by adding various known

oncentrations (40, 100 and 500 ng mL−1) of TOB to three dif-
erent individual samples of drug-free serum, and the samples
ere analyzed for their TOB content, as described in Section
. The mean analytical recovery was calculated as the ratio

etween the TOB concentrations found and the concentrations
dded, expressed as percentage. As shown in Table 2, a quanti-
ative recovery was obtained; the recovery percentages ranged

able 1
recision data of the proposed EIA for tobramycin

recision Tobramycin (ng mL−1)

40 100 500

ntra-assay (n = 8)
Mean (ng mL−1) 41.00 97.74 505.422
S.D. (ng mL−1) 2.12 4.26 2.30
R.S.D. (%) 5.17 4.36 4.41

nter-assay (n = 8)
Mean (ng mL−1) 38.92 104.24 496.25
S.D. (ng mL−1) 2.88 5.86 31.20
R.S.D. (%) 7.40 5.62 6.29

o
(
a
H

4

a
T
w
t
a
l

a
i

0.0 9.53 ± 0.61 10.75 ± 0.26

a Values are mean of three determinations ± S.D.

rom 95.89 ± 4.25 to 103.45 ± 4.60%). This indicated the accu-
acy of the proposed method for determination of TOB in serum
amples.

.2.5. Comparison with HPLC
In order to compare the present EIA with HPLC, serum sam-

les were spiked with TOB at concentrations of 2, 4, 6, 8 and
0 �g mL−1, and then analyzed by HPLC [27]. These sam-
les were then diluted 40 times with the assay buffer to get
heir concentrations within the working range of the proposed
IA method, and analyzed by the proposed method. The values
btained by both methods were correlated well with each other
Table 3). The regression analysis of the results showed a good
greement between the results obtained by the two methods:
PLC = 0.146 + 1.118EIA (r = 0.992).

. Discussion

This study described the development of new sensitive
ssay format for determination of small analytes in serum.
wo main objectives were behind this study; the first one
as the elimination of the adsorption problems encountered in

he microwell plate-based assays, and the second one was the
pplicability of the assay in any pharmaceutical and/or clinical

aboratory.

Tobramycin (TOB) is widely used in the treatment of human
nd animal diseases caused by aerobic gram-negative bacillary
nfections [28]. The major concern in treatment with TOB is
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ts low therapeutic index whereas serum concentrations of less
han 5 �g mL−1 are generally ineffective, and the concentrations
xceeding 10 �g mL−1 are associated with oto- and nephrotox-
city [29]. For safe and effective treatment with TOB, routine

onitoring of its serum concentrations followed by adjustment
f the patient dose regimen is required [30].

Tobramycin levels in serum have been measured by microbi-
logical assay [31], high-performance liquid chromatography
HPLC) [32–36], and enzyme immunoassay (EIA) [37,38].

icrobiological assays are semi-quantitative approach, time
onsuming, and subject to interferences by other antimicrobial
rugs. HPLC is a very accurate method; however, the analysis
equires derivatization of the sample to improve detectability,
nd long time for carrying out. The conventional EIA methods
ere not practical because it adsorbs very poorly or not at all to

he solid-phase supports, in standard adsorption conditions, as
ell as after using various approaches to enhance its adsorption
f TOB to solid-phase supports [18–20,39,40]. Therefore, an
lternative assay formats that would be able to overcome these
rawbacks was essential. For these reasons, the present study
as dedicated to adopt TOB as an analyte in the development
f the targeted analytical approach.

�-GAL enzyme was chosen for this work because it is absent
rom human blood, therefore avoid interferences from endoge-
ous enzymes, particularly the proposed assay was designed
o use serum samples in the analysis. Furthermore, the optimal
nzyme-substrate reaction of �-GAL takes place at pH of 6–8
hich is compatible with most antigen–antibody interaction sys-

ems. 4-Nitrophenyl-�-d-galactopyranoside was selected from
he �-GAL substrates because it has high turnover rate for the
eneration of the product (λmax at 420 nm), and consequently
ives sensitive assay.

The solid-phase beads used in the assay allowed the employ-
ent of the simplest separation technique, which is the

entrifugation, and only two washing steps were required. A
nal washing step was not necessary because the enzymatic
ctivity was measured in the supernatant after separation of the
olid-phase antibody. The assay was carried out in test tubes,
hus avoided the problems of TOB adsorption to the microwell
lates. Measurement of the enzyme activity in the supernatant
as adapted to spectrophotometer, the common instrument in

ll clinical laboratories. The assay procedure was carried out at
oom temperature, thus no extra temperature control instrument
as needed. For these reasons, the assay is applicable in most

linical laboratory.
Although the assay was specifically designed for use where

mall batches of specimens have to be screened (physician clin-
cs, emergency rooms, urgent-care centers, etc.); however, the
tability of the TOB-�-GAL conjugate in the supernatant solu-
ion allowed gathering the supernatants and storing them in large
atches. This increased the convenience of the assay as well as
ade it applicable for large number of specimens.
The present assay depended on non-competitive binding reac-
ion format. The use of excess reagents in this assay droved the
mmunochemical reaction to the formation of the immune com-
lex, thus yielded rapid assay with high sensitivity and wide
ynamic range. In the present approach, the sample’s analyte

[

[
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TOB) and enzyme conjugate (TOB-�-GAL) were sequen-
ially added to the antibody, and never been in contact. This
equential addition procedure completely eliminated the non-
pecific antibody binding interferences that are encountered with
ompetitive assay format. The assay was very sensitive; its sen-
itivity was higher than that achieved by other non-competitive
mmunoassay [19], and entire protocol of the assay described
erein could be performed in less than one hour, compared to
ore than 5 h in the other method. The assay reproducibility
as acceptable, however in order to obtain good precision, it
as essential that a precise amount of the antibody-coupled
eads should be used. This was achieved by keeping the beads in
uspension using a magnetic stirrer during the pipetting process.

With attention to reagents preparation and technical manip-
lations, coupling of the antibody to the beads and conjugation
f TOB to the enzyme could be easily performed using estab-
ished procedures, and once prepared they were stable. All other
eagents are inexpensive, could be easily obtained and had excel-
ent shelf life.

. Conclusion

The immunoassay approach described in this study has great
ractical value in the determination of small analytes as it elim-
nated the adsorption problems encountered in the microwell
late-based assays, and it is applicable in any pharmaceutical
nd/or clinical laboratory, as the approach adapted to a spec-
rophotometer, the common instrument in these laboratories.
urthermore, the approach showed high sensitivity, repro-
ucibility, and simplicity to perform. Although, the approach
as validated for tobramycin, however, it is anticipated that the

ame methodology could be essentially used for any analyte for
hich a selective antibody exists, and an appropriate enzyme

onjugate can be made.
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267.
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bstract

Phytopigment content of river bed sediments changes in response to different concentrations of available nutrients and results in a useful descriptor
f their trophic state and environmental quality. In this work three incomplete factorial designs of experiments were carried out for extracting algal
igments from river sediments using dimethylsulphoxide (DMSO), methanol or acetone. The independent variables used in this study and their
ariation limits were: extractant:sediment ratio (1–5 mL/g), temperature (40–80 ◦C) and duration of treatments (30–90 min). The experimental
ata obtained (chlorophyll-a, chlorophyll-b and total carotenoids content) allowed the development of empirical models for each phytopigment,
escribing the interrelationship between operational and experimental variables by equations, including linear, interaction and quadratic terms.
he experimental results obtained showed that methanol and acetone were less effective extractants for phytopigments from river sediments when
ompared to DMSO. The model predicted that in a single extraction using 3.6 mL of DMSO/g of sediment at 38 ◦C during 40 min, DMSO releases

he 89% of chlorophyll-a in the range tested, whereas the best conditions for extracting chlorophyll-b and total carotenoids are achieved using
.6–3.7 mL of DMSO/g of sediment, at 64–67 ◦C for 50–51 min, respectively, releasing the 76% of the chlorophyll-b and the 100% of the total
arotenoids in a single extraction.

2007 Elsevier B.V. All rights reserved.
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. Introduction

Human activity can accelerate the development of anoxic bot-
om waters. The addition of algal nutrients such as phosphorus
erived from agricultural runoff and from sewage discharges
an led to an increase in algal growth and a consequent increase
n the amount of organic matter undergoing respiration, lead-
ng to the depletion of dissolved oxygen. This process is termed
utrophication. The development of bottom water anoxia has a
umber of undesirable consequences. Perhaps the most obvi-
us is the enormous amount of fish that are killed, particularly
hose species that need oxygen-rich water to survive. Moreover

noxia and especially eutrophication can lead to blooms of nui-
ance and toxic algae and the productions of water-borne toxins.
hytoplankton represents the major synthesis of organic matter

∗ Corresponding author. Tel.: +34 981563100.
E-mail address: rosadrey@usc.es (R. Devesa).
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n aquatic systems, even at different rates of anoxia, where phy-
oplankton community is capable of assimilating bicarbonate
ons under low free CO2 concentrations. Consequently, phy-
opigment content of river bed sediments changes in response
o different sources of anthropogenic impact and results in a
seful descriptor of their trophic state and environmental qual-
ty [1–4]. In the literature there are a variety of methods for
xtracting phytopigments from epilithic biofilms using solvents,
ut their relative efficiency have not been determined and there
s no recognized a standard procedure for analyzing phytopig-

ents in river sediments. In some works chlorophyll from
icrobial biofilms has been extracted by immersing samples in

cetone [5–7], alcohol [8–11] or mixtures of solvents [12,13].
n this work, we aimed at optimizing the extraction of phy-
opigments from river bed sediments by testing three different

olvents, dimethylsulphoxide, methanol and acetone, acting at
ifferent sediment:solution ratios and extraction times. The algal
igments analyzed were chlorophyll-a, chlorophyll-b and total
arotenoids. Since a systematic study of the effects caused by the
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Table 1
Equations proposed by Wellburn [14] to determine phytopigments by measuring
the absorbances at different wavelenghs in various solvents

Solvent Phytopigment Equations proposed

DMSO
Chlorophyll-a Ca = 12.47A665.1 − 3.62A649.1

Chlorophyll-b Cb = 25.06A649.1 − 6.5A665.1

Total carotenoids Cx+c = (1000A480 − 1.29Ca

− 53.78Cb)/220

Methanol
Chlorophyll-a Ca = 16.72A665.2 − 9.16A652.4

Chlorophyll-b Cb = 34.09A652.4 − 15.28A665.2

Total carotenoids Cx+c = (1000A470 − 1.63Ca

− 104.96Cb)/221

80% acetone
Chlorophyll-a Ca = 12.25A663.2 − 2.79A646.8

Chlorophyll-b C = 21.5A − 5.1A
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ables considered: chlorophyll-a, was measured by the variable
y1; chlorophyll-b by the variable y2 and carotenoids by the
variable y3. The standardized (coded) dimensionless variables
employed, having variations limits (−1, 1), were defined as

Table 2
Independent and dependent variables employed in this study

Variable Nomenclature Units Variation range

(a) Independent variables
Extractant:sediment ratio ES mL/g 1–5
Temperature T ◦C 40–80
Time t min 30–90

Variable Nomenclature Definition Variation range

(b) Dimensionless, coded independent variables
Dimensionless volume

of extractant
x1 (ES − 25)/5 (−1, 1)

Dimensionless
temperature

x2 (T − 80)/40 (−1, 1)

Dimensionless time x3 (t − 90)/30 (−1, 1)

Variable Nomenclature
b 646.8 663.2

Total carotenoids Cx+c = (1000A470 − 1.82Ca − 85
− 0.02Cb)/198

perational variables on the extraction of phytopigments would
equire a great amount of experimental work, an incomplete,
actorial design of experiments was carried out for each sol-
ent, to select the best conditions, in which three dependent
ariables (chlorophyll-a, chlorophyll-b and total carotenoids)
ere assayed at three levels.

. Materials and methods

.1. Extraction process

Samples of river sediments were freeze-dried and sieved by
mm. Pigment extractions were carried out employing 5 g of

urface sediment samples taken from the Anllóns River (NW,
pain). The sediment samples were mixed with variable volumes
f extractant and incubated at different times under different tem-
eratures. Algal pigments were extracted with DMSO (99.5%),
ethanol (99.5%) or acetone (80%), using an incomplete 33

actorial design in order to study the influence of volume of
xtractant (x1), temperature (x2) and extraction time (x3) on the
hlorophyll-a (y1), chlorophyll-b (y2) and total carotenoids (y3)
ontent. Moreover, in order to calculate the percentage of extrac-
ion, consecutive extractions were carried out for the different
rganic solvents, until negligible concentrations of phytopig-
ents were detected in the extracts.

.2. Determination of phytopigments

In the extracts, chlorophyll-a, chlorophyll-b and total
arotenoids were determined following the methodology pro-
osed by Wellburn [14]. The equations employed to determine
he concentrations of chlorophyll-a and chlorophyll-b as well as
otal carotenoids, expressed in �g mL−1, in different solvents,
re shown in Table 1. Ca and Cb represent the concentra-
ion of chlorophyll-a and chlorophyll-b, respectively, A665.1 the
bsorbance at 665.1 nm and A649.1 is the absorbance at 649.1 nm

used for DMSO extractions). A665.2 is the absorbance at 665.2
nd A652.4 is the absorbance at 652.4 nm (used for methanol
xtractions), and A663.2 is the absorbance at 663.2 nm and
646.8 is the absorbance at 646.8 nm (used for acetone extrac-

(

2 (2007) 1546–1551 1547

ions). Cx+c is the concentration of total carotenoids and A480
s the absorbance at 480 nm (used for DMSO), whereas A470
s the absorbance at 470 nm (used for methanol and acetone).
oncentrations of phytopigments were given as microgram of
hytopigment per gram of sediment.

.3. Experimental design and statistical analysis

In order to optimize the extraction of phytopigments from
iver sediments, an incomplete 33 factorial design [15] was
sed to study the influence of volume of extractant, tempera-
ure and reaction time on the concentration of phytopigments in
he organic phase.

The experimental data were analyzed by the response sur-
ace method using the software Statistica 5.0. The experimental
ata allowed the development of empirical models describing
he interrelationship between operational and experimental vari-
bles by equations including linear, interaction and quadratic
erms:

= b0 + b1x1 + b2x2 + b3x3 + b12x1x2 + b13x1x3

+b23x2x3 + b11x
2
1 + b22x

2
2 + b33x

2
3

here y is the dependent variable, b denotes the regression coeffi-
ients (calculated from experimental data by multiple regression
sing the least-squares method) and x denotes the independent
ariables.

The independent variables used in this study and
heir variations limits were: extractant:sediment ratio ES
1–5 mL/g sediment corresponding to 5–25 mL of extrac-
ant), temperature T (40–80 ◦C) and duration of treatments t
30–90) min. Table 2 lists the independent and dependent vari-
c) Dependent variables
Chlorophyll-a y1

Chlorophyll-b y2

Carotenoids y3
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Table 3
Operational conditions considered in this study (expressed in terms of the coded
independent variables dimensionless volume of dimethylsulphoxide (DMSO)
x1, dimensionless temperature x2 and dimensionless time x3) and experimental
results achieved for the dependent variables y1 (chlorophyll-a), y2 (chlorophyll-
b), and y3 (carotenoids) as �g of phytopigments/g of sediment

Experimental Independent variables Dependent variables

x1 x2 x3 y1 y2 y3

1 0 −1 −1 60.0 36.4 10.9
2 0 1 −1 21.0 15.3 3.8
3 0 −1 1 46.6 32.6 10.4
4 0 1 1 27.0 21.4 5.2
5 −1 −1 0 10.0 7.2 1.6
6 −1 1 0 8.5 6.1 1.1
7 1 −1 0 30.0 21.2 6.2
8 1 1 0 30.0 20.8 6.6
9 −1 0 −1 9.5 8.5 1.3

10 −1 0 1 10.1 9.3 1.3
11 1 0 −1 40.0 27.0 8.2
12 1 0 1 45.0 30.4 10.1
13 0 0 0 48.0 32.4 10.9
1
1

x
x
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t
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c

3
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1
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Table 5
Operational conditions considered in this study (expressed in terms of the coded
independent variables dimensionless volume of acetone x1, dimensionless tem-
perature x2 and dimensionless time x3) and experimental results achieved for the
dependent variables y1 (chlorophyll-a), y2 (chlorophyll-b), and y3 (carotenoids)
as �g of phytopigments/g of sediment

Experimental Independent variables Dependent variables

x1 x2 x3 y1 y2 y3

1 0 −1 −1 19.6 18.3 3.5
2 0 1 −1 21.4 19.3 4.2
3 0 −1 1 21.0 19.0 3.7
4 0 1 1 19.9 18.5 3.3
5 −1 −1 0 4.8 4.3 0.7
6 −1 1 0 4.5 4.1 0.3
7 1 −1 0 24.6 23.2 4.7
8 1 1 0 21.6 19.5 3.9
9 −1 0 −1 4.9 4.6 1.0

10 −1 0 1 5.2 4.7 0.9
11 1 0 −1 24.8 23.8 4.2
12 1 0 1 22.0 21.4 3.4
13 0 0 0 19.7 18.4 3.9
1
1

y
e
i
a
e
d

m

4 0 0 0 48.0 32.2 10.2
5 0 0 0 48.0 31.8 10.6

1 (coded volume of extractant), x2 (coded temperature) and
3 (coded duration of treatment). The correspondence between
oded and uncoded variables was established by linear equa-
ions deduced from their respective variation limits. Moreover,
n order to test the reproducibility of the model, the optima
onditions predicted by the model will be tested experimentally.

. Results and discussion
Tables 3–5 show the set of experimental conditions assayed
or each organic extractant (expressed in terms of coded vari-
bles), as well as the experimental data obtained for variables

able 4
perational conditions considered in this study (expressed in terms of the coded

ndependent variables dimensionless volume of methanol x1, dimensionless tem-
erature x2 and dimensionless time x3) and experimental results achieved for the
ependent variables y1 (chlorophyll-a), y2 (chlorophyll-b), and y3 (carotenoids)
s �g of phytopigments/g of sediment

xperimental Independent variables Dependent variables

x1 x2 x3 y1 y2 y3

1 0 −1 −1 32.0 23.0 3.6
2 0 1 −1 29.8 21.0 4.0
3 0 −1 1 28.4 20.8 1.2
4 0 1 1 21.8 16.2 0.1
5 −1 −1 0 8.0 7.1 0.4
6 −1 1 0 7.8 6.9 0.8
7 1 −1 0 35.6 25.0 5.1
8 1 1 0 27.6 19.5 3.5
9 −1 0 −1 8.3 7.0 0.1
0 −1 0 1 8.9 7.0 0.2
1 1 0 −1 31.0 21.8 3.5
2 1 0 1 37.4 25.0 3.0
3 0 0 0 25.2 18.1 2.5
4 0 0 0 25.4 18.2 2.4
5 0 0 0 25.4 18.0 2.6

a
w
t
e
m

T
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t
m

P

D

M

A

4 0 0 0 20.0 18.4 4.1
5 0 0 0 19.9 19.0 4.0

1–y3. The sequence for the experimental work was randomly
stablished to limit the influence of systematic errors on the
nterpretation of results. It can be noted that experiments 1–12
llowed the calculation of the regression coefficients, whereas
xperiments 13–15 were replications in the central point of the
esign to estimate the influence of the experimental error.

Table 6 shows the optima conditions for obtaining the maxi-
um amount of phytopigments by using DMSO, methanol and

cetone in a single extraction. The extractant:sediment ratio
as the most influent parameter, followed by the tempera-
ure of extraction. The time of extraction showed the lower
ffect on the extraction process. The extraction of phytopig-
ents with acetone or methanol was less effective than the

able 6
ptima conditions predicted by the model for obtaining the maximum concen-

ration of phytopigments through extraction with dimethylsulphoxide (DMSO),
ethanol and acetone

hytopigments Independent variables Dependent variables

ES ratio
(mL/g)

Extraction
time (min)

T (◦C) �g of phy-
topigment/g of
sediment

MSO
Chlorophyll-a 3.6 38 40 53.4
Chlorophyll-b 3.7 50 67 34.4
Total carotenoids 3.7 51 64 11.4

ethanol
Chlorophyll-a 5.0 30 40 36.2
Chlorophyll-b 4.9 30 40 25.6
Total carotenoids 5.0 30 48 5.1

cetone
Chlorophyll-a 4.8 30 40 25.0
Chlorophyll-b 4.9 30 40 24.0
Total carotenoids 4.3 69 40 4.7
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Table 7
Regression coefficients, significance level (p) and statistical parameters (r2 and F) measuring the correlation an significance of the models proposed for the extraction
of phytopigments from river sediments with DMSO

Coefficients y1 py1 y2 py2 y3 py3

b0 −11.8915 0.000650 −11.4130 0.00136 −12.590 0.03621
b1 7.0669 0.000002 4.5325 0.00001 1.492 0.00360
b11 −0.2045 0.000001 −0.1292 0.00001 −0.045 0.00183
b2 0.3070 0.000180 0.3184 0.00032 0.180 0.03280
b22 −0.0089 0.000009 −0.0058 0.00004 −0.002 0.00772
b3 −0.1483 0.002718 −0.1131 0.00896 0.173 0.11060
b33 −0.0036 0.000275 −0.0011 0.00601 −0.002 0.05378
b12 0.0012 0.003790 −0.0001 0.38160 0.001 0.32996
b13 0.0055 0.000438 0.0031 0.00255 0.002 0.12931
b23 0.0081 0.000022 0.0039 0.00018 0.001 0.11971

Variable R2 Fexp Significance level (based on the F test)
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(Table 10).

Fig. 1 shows the model prediction for the dependence of
chlorophyll-a (y1), chlorophyll-b (y2) and carotenoids (y3)
extracted with DMSO on the most influential operational

Table 8
Regression coefficients, significance level (p) and statistical parameters (r2 and
F) measuring the correlation an significance of the models proposed for the
extraction of phytopigments from river sediments with methanol

Coefficients y1 py1 y2 py2 y3 py3

b0 14.059 0.00012 12.6451 0.0025 −5.5162 0.0201
b1 3.018 0.00000 2.0884 0.0001 0.3922 0.0054
b11 −0.061 0.00000 −0.0428 0.0001 −0.0028 0.0461
b2 0.069 0.00092 −0.0308 0.0703 0.0206 0.1958
b22 0.001 0.00050 0.0009 0.0039 0.0003 0.0586
b3 −0.656 0.00004 −0.4311 0.0014 0.1550 0.0167
b33 0.005 0.00003 0.0034 0.0013 −0.0013 0.0152
b12 −0.006 0.00004 −0.0043 0.0014 −0.0016 0.0148
b13 0.007 0.00007 0.0041 0.0035 −0.0007 0.1606
b23 −0.002 0.00010 −0.0010 0.0059 −0.0006 0.0256

2

1 0.88

2 0.91

3 0.89

xtraction carried out with DMSO. The model predicted, under
he optima conditions, that DMSO will extract 89% of the
otal chlorophyll-a, 76% of the total chlorophyll-b, and 100%
f the total carotenoids. The extraction by using methanol
ill extract 60% of the total chlorophyll-a, 66% of the total

hlorophyll-b, and 44% of the total carotenoids; whereas ace-
one will extract 41% of chlorophyll-a, 62% of chlorophyll-b,
nd 41% of carotenoids. Methanol poorly extracted phytopig-
ents compared to the results obtained by Thompson et al. [16],
hich extracted phytopigments from rocks employing acetone,
ethanol or mixtures of solvents, and found that acetone had

ery poor extraction efficiency (less than 50% of phytopig-
ents), whereas hot ethanol extracted 86%, and methanol, at

oom temperature, released over 96% of the total chlorophyll
uring a single extraction. The differences between the results
btained by Thompson et al. [16] and our data can be due to
he nature of the microbial biomass. Algal biomass that grows
n marine and river sediments is not the same; also, the effec-
iveness of the organic solvent for extracting phytopigments
an be conditioned by the nature of sediments or rocks. For
nstance, some authors consider that acetone is satisfactory
or extracting phytopigments from diatoms, whereas alcohol
s more adequate for extracting phytopigments from cyanobac-
eria [8,17,18]. Moreover other authors have reported that hot
lcohol favoured rapid phytopigment extractions [8] whereas
thers proposed the utilization of longer extraction periods at
oom temperature [12,19,20] or under refrigerated conditions
18].

Moreover, Tables 7–9 list the regression coefficients and
heir statistical significance. The same tables include statistical
arameters (r2 and F) measuring the correlation and the statisti-
al significance of the models, respectively. It can be noted that
ll the models showed good statistical parameters for correlation
nd significance, allowing a close reproduction of experimental

ata. The significance levels (p) for some regression coefficients
ere higher than 0.05, but their corresponding coefficients had
ery low values in the equation proposed by the model. So,
hese parameters will not have a great influence in the values of

V

y
y
y

,319 99
,997 99

98

he dependent variables. Moreover, the statistical significance of
he model was satisfactory, based on the F-test. Nevertheless, in
rder to assess the prediction ability of the model, experimen-
al work was carried out under the optima conditions predicted
y the model and the differences observed between experimen-
al and calculated data were lower than 15%. The prediction
bility of the model was tested only for DMSO, as it is the
xtractant that achieves the best phytopigment extractions and, in
onsequence, the extractant proposed to carry out the phytopig-
ent extractions. So, under the optima conditions, with DMSO,

he model predicted the extraction of 53.4 �g of chlorophyll-
/g of sediment, 34.4 �g of chlorophyll-b/g of sediment and
1.4 �g of total carotenoids/g of sediment, which are close
o the concentrations obtained under experimental conditions
ariable R Fexp Significance level (based on the F-test)

1 0.97 27949 99

2 0.98 515 99

3 0.88 106 99
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Table 9
Regression coefficients, significance level (p) and statistical parameters (r2 and
F) measuring the correlation an significance of the models proposed for the
extraction of phytopigments from river sediments with acetone

Coefficients y1 py1 y2 py2 y3 py3

b0 −11.4289 0.0096 −10.0389 0.0503 −5.9341 0.0075
b1 3.1292 0.0002 2.9010 0.0009 0.6833 0.0008
b11 −0.0615 0.0002 −0.0550 0.0011 −0.0145 0.0008
b2 0.0830 0.0325 0.1171 0.0664 0.0485 0.0203
b22 0.0001 0.3365 −0.0004 0.2018 −0.0002 0.0654
b3 −0.0243 0.4879 −0.0771 0.3262 0.0836 0.0241
b33 0.0011 0.0353 0.0012 0.1130 −0.0004 0.0496
b12 −0.0023 0.0153 −0.0030 0.0368 −0.0004 0.1127
b13 −0.0038 0.0125 −0.0032 0.0671 −0.0009 0.0402
b23 −0.0012 0.0132 −0.0007 0.1516 −0.0004 0.0206

Variable R2 Fexp Significance level (based on the F-test)

y1 0.99 30 97
y2 0.99 9 90
y
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Fig. 1. (a) Dependence of chlorophyll-a (variable y1) on extractant:sediment
ratio (x1) and temperature (x2) predicted for samples extracted during 60 min; (b)
dependence of chlorophyll-b (variable y2) on extractant:sediment ratio (x1) and
t
o
(

e
s
U
c
c
v
c

e
c
main algal phytopigments in the extract consisted in chlorophyll-

T
T
o

P

C
C
T

I

3 0.98 42 98

ariable (extractant:sediment ratio) and on temperature, in
xperiments lasting 60 min (the intermediate duration of treat-
ents). As it was said before, the parameter that mostly influence

hytopigment extraction is the extractant:sediment ratio. In the
ange tested, temperature of extraction caused lower effects
n the phytopigment extractions with DMSO. Finally, the
ime of extraction was the parameter with lesser influence on
he phytopigment extraction. Increased severity (defined by
MSO:sediment ratios up to 3.6 mL/g) resulted in a remark-

ble increase in the release of phytopigments, however ratios of
MSO:sediment higher than 3.6 mL/g reduced the amount of
hytopigments in the extract. This fact can be due to that, before
nalyzing phytopigments, the extractant has to be filtered and, in
amples with higher volume of extractant, the filtration process
ith DMSO takes longer and the phytopigments can be unstable.
able 10 shows the optima conditions for DMSO extraction. It
an be observed that the model predicts slightly different condi-
ions for each phytopigment extraction. Consequently, a suitable
pproach for analyzing chlorophyll-a, chlorophyll-b and total
arotenoids in the same set of experiments would be to uti-
ize intermediate optima conditions obtained from the mean
alues of the optima conditions predicted by the model for
ach phytopigment. These intermediate optima conditions do

ot modify to a great extent the optima predicted by the model
s they suppose negligible variations on the extractant:sediment
atio, the parameter that mostly influences the phytopigment

a
a
v

able 10
otal concentrations of phytopigments predicted by the model after extraction of phy
btained under the same conditions

hytopigments ES ratio
DMSO (mL/g)

t (min) T (◦C)

hlorophyll-a 3.6 38 40
hlorophyll-b 3.7 50 67
otal carotenoids 3.7 51 64

n all cases the differences between the model and the experimental data were under
emperature (x2) predicted for samples extracted during 60 min; (c) dependence
f carotenoids (variable y3) on extractant:sediment ratio (x1) and temperature
x2) predicted for samples extracted during 60 min.

xtractability. So, the intermediate conditions for DMSO con-
isted in 3.6 mL of DMSO/g of sediments during 42 min at 57 ◦C.
sing these conditions the model predicts that 52 �g g−1 of

hlorophyll-a, 31.4 �g g−1 of chlorophyll-b and 11 �g g−1 of
arotenoids would be obtained in the extracts. These values are
ery close to the values predicted by the model under the optima
onditions (see Table 10).

In this study, we have observed that DMSO was the best
xtractant to analyze phytopigments from river bed sediments
ompared with methanol or acetone. In all the extractions the
and chlorophyll-b. Among the independent variables
ssayed the extractant:sediment ratio was the most influential
ariable.

topigments with DMSO under the optima conditions and experimental results

Predicted �g of
phytopigment/g of sediment

Experimental �g of
phytopigment/g of sediment

53.4 48.1
34.4 31.0
11.4 9.9

15%.
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. Conclusion

The extraction of phytopigment from river bed sediments
sing DMSO, methanol or acetone can be described by using
mpirical models, through the interrelationship between opera-
ional and experimental variables by equations including linear,
nteraction and quadratic terms. Among the organic solvents
mployed, DMSO gave the best results for extracting phy-
opigments from river bed sediments. The optima conditions
redicted by the model for extracting chlorophyll-a consisted in
.6 mL of DMSO/g of sediment at 38 ◦C during 40 min, whereas
or extracting chlorophyll-b and carotenoids it would be neces-
ary to employ 3.6–3.7 mL of DMSO/g of sediment at 64–67 ◦C
uring 50–51 min, respectively.
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bstract

In this work, sensing membranes for the detection of glucose, lactate and tyramine were successfully prepared by immobilizing enzymes and
uorophore on sol–gels. The membranes were fabricated on the bottom of the wells in a microtiter plate. Glucose oxidase (GOD), lactate oxidase
LOD) and tyramine oxidase (TOD) were immobilized on individual sol–gels or a mixture of different sol–gels (3-glycidoxypropyl-trimethoxysilane
GPTMS), methyl-triethoxysilane (MTES), aminopropyl-trimethoxysilane (APTMS)). The oxidation of the analytes specifically catalyzed by the
nzymes resulted in the reduction of the oxygen concentration, which changed the fluorescence intensity (FI) of the oxygen sensitive ruthenium
omplex acting as the transducer. The linear calibration graphs were in the ranges of 0.0–5.0 g/l for glucose, 0.0–9.0 mg/l for lactate and 0.0–100 mg/l
or tyramine. The values of the detection limit were found to be 0.10–0.52 g/l for glucose, 7.77 mg/l for lactate and 6.30–8.73 mg/l for tyramine.
he covalent binding between the epoxy and amine groups of the sol–gels and enzymes, respectively, prevented the enzymes from being washed

ut and preserved the high stability of the sensing membranes. The different ratios of silanes in the sol–gels, which were used as the supporting
atrix for the immobilization of the enzymes led to different responses of the sensing membranes to various concentrations of glucose, lactate

nd tyramine. The kinetic parameters of the enzymatic reactions, and the stability and other parameters for the sensing membranes were also
nvestigated.

2007 Elsevier B.V. All rights reserved.
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. Introduction

Microtiter plates have been extensively used for high-
hroughput screening applications, enzyme-immunometric
ssay or toxicity tests, etc. [1]. They offer the advantages of a
mall sample volume and simultaneous screening of high num-
ers of samples. For the simultaneous measurements of samples,
icroplate readers capable of quickly detecting the absorbance

r fluorescence changes in the plate have also come into wide
se in many works [1–4]. Furthermore, microplate readers have
een applied to other functions such as the measurement of
nzyme kinetics [3,5] and respiration of cells [4,7,10,12], as

ell as bio- and chemi-luminescence multiplexed quantitative

ssays [6]. In a microtiter plate, enzymes or analytes such as
etabolites and proteins can be integrated with some indicators

∗ Corresponding author. Tel.: +82 62 530 1847; fax: +82 62 530 0846.
E-mail address: jirhee@chonnam.ac.kr (J.I. Rhee).
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039-9140/$ – see front matter © 2007 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2007.01.028
Lactate oxidase; Sol–gel; Tyramine oxidase

n a liquid medium [7–9] or in a thin layer at the bottom of the
ells [10–12]. Their integration over the selected target areas

llows for the quantitative evaluation of the emitted light, which
s related to the identity and concentration of the analytes.

Many chemical and physical methods have been employed
or the integration of enzymes or analytes into supporting mate-
ials. Among them, a few chemical immobilization methods,
hich involve the covalent coupling of the enzymes/analytes

o functionalized carriers or the intermolecular cross-linking
f the biomolecules are widely applied in the preparation of
ensing membranes [13]. Among the various immobilization
ethods, the sol–gel technique, i.e. the encapsulation of the

nalyte/enzyme into a supporting material, has been intensively
onsidered, since sol–gel solutions are chemically inert, phys-
cally stable and optically transparent materials [14]. Many

ol–gel systems have been developed for the immobilization
f enzymes or other biomolecules [15–21] to date. However, the
elationship between the properties of the sol–gel systems and
he resulting activity of the immobilized enzyme or biomolecule
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Table 1
Mixture ratio of silanes used for the preparation of the sol–gels

Sol–gel GPTMS
(v/v, %)

APTMS
(v/v, %)

MTES
(v/v, %)

EtOH
(v/v, %)

35% HCl
(�l/ml)

GT 37.5 – – 62.5 20
GA1 12.5 6.25 – 81.25 40
GA2 25.0 6.25 – 68.75 40
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s not yet well understood. Moreover, there are few general
ol–gel systems which can be used in similar applications.
herefore, it is often necessary to find optimal sol–gel sys-

ems for the effective immobilization of a certain enzyme or
iomolecule onto the supporting materials.

Recently, the need to analyze glucose, lactate and tyramine
n fermentation processes, food preparation and medical stud-
es has increased. Glucose is by far the most important nutrient
ource for microorganisms in biotechnological processes. This
arbon source is used in almost 95% of all fermentation pro-
esses. Therefore, the measurement of glucose concentrations
s essential for the control of various biotechnological processes
22]. Moreover, glucose monitoring plays an important role in
iagnosing many metabolic disorders, especially in the diagno-
is and therapy of diabetes. For the measurement of lactate, the
etermination of d(−)- and l(+)-lactic acid is required when-
ver the quality of a food product has to be assessed. Levels
f l(+)-lactic acid higher than 3 g/kg are usually considered
s an index of microbial contamination [23,24]. This is the
ame principle as that used in the determination of tyramine
n fermented foods. The presence of tyramine and other bio-
enic amines might pose a health risk to consumers who have
deficiency or lower activity of amino acid oxidase, due to the

ntake of inhibitory drugs, alcohol or gastrointestinal diseases
25].

From this point of view, we designed optical planar biosen-
ors for the detection of glucose, lactate and tyramine using
microtiter plate. The principle of the measurement is based

n the oxidation of the analytes (glucose, lactate, tyramine)
pecifically catalyzed by enzymes:

nalytes + O2
Enzyme−→ Oxidized products + H2O2

his reaction leads to a reduction in the concentration of oxy-
en, which has an effect on the fluorescence intensity (FI) of
he ruthenium complex acting as the transducer. The enzymes
glucose oxidase (GOD), lactate oxidase (LOD), tyramine oxi-
ase (TOD)) and fluorophore were immobilized on an individual
ol–gel or a mixture of sol–gels consisting of 3-glycidoxypropyl-
rimethoxysilane (GPTMS), methyl-triethoxysilane (MTES)
nd aminopropyl-trimethoxysilane (APTMS). In this work, we
repared three different sol–gel systems for the immobilization
f the ruthenium complex and enzymes and investigated the per-
ormances of these sol–gel systems to detect the concentrations
f glucose, lactate and tyramine.

. Experimental

.1. Materials

Glucose oxidase (from Aspergilus niger, 47.2 U/mg solid),
actate oxidase (from Pediococcus sp., 20 U/mg solid), tyra-

ine oxidase (from Arthrobacter sp., 3.9 U/mg solid), 3-amino-

ropyl-trimethoxysilane, 3-glycidoxypropyl-trimethoxysilane
nd methyltriethoxysilane were purchased from Sigma–Aldrich
hemical Co. (Seoul, Korea). Tris(4,7-diphenyl-1,10-phenan-

hroline) ruthenium complex was synthesized in our laboratory.

2

w

M1 12.5 – 12.5 75.0 40
M2 12.5 – 25.0 62.5 40

ll other chemicals were of analytical grade and used without
urther purification.

.2. Preparation of the sensing membrane

The sensing membrane consisted of a transducer (ruthe-
ium complex + sol–gel) and a biological detection element
enzyme + sol–gel). The sol–gels used were prepared by the
ydrolyzation and polymerization of mixtures of GPTMS and
PTMS or GPTMS and MTES or GPTMS alone in 99% ethanol

olvent. The mixture ratio of these silanes and the volume of
5% hydrochloric acid added to the mixture solution are shown
n Table 1. After adding hydrochloric acid, the sol–gels were
ept at room temperature for at least 2 h before being used in the
ext steps.

The preparation of the transducers was done by adding 50 �l
f a 0.044 mM ruthenium complex solution to 200 �l of sol–gel
M1 or GM2. The mixtures of the ruthenium complex and the

ol–gels were vortexed and stored at room temperature for 2 h.
he 5 �l of these mixtures were deposited on the bottom of a well

n a 96-well microtiter plate (NUNC Co., Denmark) and dried
t 95 ◦C for 18 h. After the heat treatment, the transducers were
overed by different sol–gels (GT, GA1, GA2, GM1 or GM2)
n which 40 �l of enzyme solution (GOD: 100 U, or LOD:
U, or TOD: 0.005 U) were added to one well of a 96-well
icrotiter plate. The enzyme immobilization was performed at

oom temperature for 18 h.

.3. Characterization of the sensing membrane

.3.1. Immobilization efficiency
The efficiency of the enzyme immobilization in the well

as calculated by dividing the amount of immobilized enzyme
rotein by the total amount of enzyme protein used for the
mmobilization. The amount of immobilized enzyme protein
as determined by subtracting the amount of un-immobilized

nzyme protein from the total amount of enzyme protein used.
he un-immobilized enzyme was removed by washing several

imes with 300 �l of 0.1M phosphate buffer (pH 7), for which
he protein values were determined by the Bradford method.
he enzyme immobilization and protein measurements were
erformed in triplicate for each type of sol–gel.
.3.2. Effect of pH and temperature
The effect of pH and temperature on the sensing membrane

as investigated in the range of pH from 4.5 to pH 10, and also
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rom room temperature (23 ◦C) to 40 ◦C. The 1N NaOH or 1N
Cl was used to adjust the pH values of the analyte solution.
he 100 �l of analyte solution at pH 10 were added to a well
ontaining the sensing membrane in a 96-well microtiter plate.
he microtiter plate was then inserted into the measurement
hamber of the microplate reader (Wallac Victor 2, Perkin-Elmer
o., USA) to measure the fluorescence intensity at an excitation
avelength of 485 nm and emission wavelength of 535 nm. After
erforming the measurement at pH 10, the sensing membrane
as washed with distilled water several times, and then analyte

olution at pH 9 was added to the well and its fluorescence
ntensity was measured. These steps were repeated for analyte
olutions of lower pH. To test the effect of temperature, 35 �l
f a certain concentration of analyte were added to the well
olding the sensing membrane. The solution was incubated in
he measurement chamber of the microplate reader for 10 min at
given temperature and its fluorescence intensity was measured.

.3.3. Kinetic parameters
The maximum enzymatic reaction rate (Vmax) and Michaelis–

enten constant (KM) for each immobilized enzyme were deter-
ined from the Lineweaver-Burk plot. The 100 �l of various

oncentrations of analytes were added to wells containing the
ensing membranes in a 96-well microtiter plate. Thereafter, the
late was immediately inserted into the measurement chamber
f the microplate reader and the change in the fluorescence inten-
ity was recorded as a function of time. The measurements of the
inetic parameters were done from low to high concentrations of
nalytes. After measuring the fluorescence intensity each time,
he sensing membranes were washed several times with distilled
ater.

.3.4. Stability
The stability of the sensing membrane was determined from

he change in the fluorescence intensity of the sensing mem-
rane at oxygen concentrations of 100 and 0% after repeating
he measurements at least three times. After the measurements,
he sensing membranes were stored in 0.1 M phosphate buffer
pH 7.0) under dark conditions at 4 ◦C. The lifetime of the sens-

ng membranes was checked every month at all concentrations
f the analytes and evaluated by measuring the change in their
ensitivity (i.e. the change in the slope values of the fluorescence
ntensity).

w
s
i

Fig. 1. SEM images of GOD immobilized on the
a 72 (2007) 1275–1282 1277

.4. Data analysis

Differences in the fluorescence intensity at different tempera-
ures were assessed by one-way analysis of variance (ANOVA).

significant difference between the samples was accepted with
P < 0.05 [16]. Statistical tests are performed using the software

nStat (vers.3.01, GraphPad Software Inc., San Diego, USA).
The fluorescence intensity measured was also normalized

y transforming the measurement data into percentages of the
aximum value. In some cases, after normalizing the measured
uorescence intensity into percentage data, the normalized data
ere changed again by taking the log 10 value of their normal-

zed values.

. Results and discussion

.1. Choice of supporting materials

The Ruthenium complex used in this study is a strong fluo-
escent dye, which is highly sensitive to oxygen in the medium,
ue to its long unquenched lifetime (t0 ≈6 �s) [14]. Its excita-
ion and emission wavelengths are 470 and 600 nm, respectively,
hich enables it to be used in many applications. As shown in
ur previous studies [26], GPTMS, APTMS and MTES are good
aterials to use as support matrices for fluorescent indicators,

ue to their inert chemical, physical stability and optical prop-
rties. The covalent binding between the epoxy group of the
ol–gel GPTMS and amine group of the enzyme was exploited
o assure the long time stability of the sensing membranes. How-
ver, the amount of GOD immobilized on GPTMS alone (sol–gel
T) in Fig. 1 is not as high as that immobilized on the mixture of

ilanes (sol–gel GA1 or GA2). In theory [27], the amine groups
f the sol–gel play a role in maintaining the pH balance of the
ol–gel medium and preventing the protonation of other func-
ional groups of the immobilized materials on the sol–gel matrix.
herefore, the presence of the sol–gel, APTMS, provides good
onditions for the immobilization of GOD.

.2. GOD-immobilized sensing membrane
For the preparation of the sensing membranes, transducers
ere fabricated from the mixture of the ruthenium complex with

ol–gel GM1 or GM2. In Fig. 2, the sensitivity of the GOD-
mmobilized sensing membranes with the transducer GM2 was

sol–gels of (a) GA1, (b) GA2 and (c) GT.



1278 H.D. Duong, J.I. Rhee / Talanta 72 (2007) 1275–1282

F anes

h
G
b
o
n
G
l
l
G
a
b
w
t
g
w
t
F
o
G
a
c
c
t
i
t

r
c
t
t
fl
i
o
i
fl
m
t

m
b
T

a
s
c
r
d
o
G
d
t
a

t
c
i
a
a
f
(
s
1

the value of Vmax and the lower the value of KM, the greater
the number of moles of substrate that will be converted to
the product per second. This means that larger amounts of
oxygen are consumed resulting in a higher sensitivity of the

Table 2
Characteristics of the GOD-immobilized sensing membranes

Sensing membranes R.S.D. T95

(min)
KM (M) Vmax

(M/s)
Transducer GOD-

immobilized
100% O2 0% O2

GM1 GT 0.9669 0.9166 3.1 0.0981 0.5137
GM1 GA1 0.7131 1.0326 3.0 0.0279 0.2431
GM1 GA2 1.4597 1.1113 0.5 0.2775 1.3865
GM1 GM1 0.8423 1.0197 2.9 0.1064 0.4566
GM1 GM2 0.6326 1.2581 3.1 1.4322 7.0972
GM2 GT 0.8612 2.7168 2.9 0.0052 0.4109
ig. 2. Calibration curves of glucose for the GOD-immobilized sensing membr

igher than that of the sensing membranes with the transducer
M1 when the same kind of sol–gel was used for the immo-
ilization of GOD. This might result from the softer texture
f the transducer GM2 as compared to that of GM1 (images
ot shown). The greater number of cavities in the transducer
M2 would help oxygen molecules to penetrate into the sol–gel

ayer and react with the ruthenium molecules more easily,
eading to the faster response and higher sensitivity for the
OD-immobilized sensing membrane. The results in Fig. 2

lso indicate that all of the GOD-immobilized sensing mem-
ranes were sensitive to various glucose concentrations, among
hich the sensing membrane GM2 (transducer)–GA2 showed

he best properties. Its linear calibration range was 0.0–1.0 g/l for
lucose (R2 = 0.9189) and its sensitivity (slope value = 0.1015)
as higher than that of the other sensing membranes throughout

his range. The detection limit for the GM2–GA2 was 0.211 g/l.
rom the protein analysis, the immobilization efficiency of GOD
n the sol–gel GA2 (40.3%) was higher than that on the sol–gels
T (36.2%), GA1 (38.5%), GM1 (37.3%) and GM2 (36%). In

ddition, the mixture ratio of GPTMS and APTMS had signifi-
ant effects on the properties of the sol–gel GAs. These effects
ould be recognized in the differences in the responses between
he sensing membranes GM2–GA1 and GM2–GA2. The latter
s more sensitive and shows higher fluorescence intensity than
he former.

The temperature of the analyte solution (sample) affects the
esponse of the GOD-immobilized sensing membranes signifi-
antly. For the GOD-immobilized sensing membranes with the
ransducer GM1, the optimal temperature was 23 ◦C. Increasing
he temperature of the analyte solution led to a decrease in the
uorescence intensity, but no significant difference (P = 0.99)

n the change of fluorescence intensity with temperature was
bserved for any of the GOD-immobilized sensing membranes
n the temperature range between 25 and 40 ◦C, whereas the
uorescence intensity of all of the GOD-immobilized sensing
embranes with the transducer GM2 decreased with increasing

emperature (data not shown).

The response time (T95) of the GOD-immobilized sensing

embranes was investigated by exposing all of the sensing mem-
ranes to 1.0 g/l glucose and the results are presented in Table 2.
he repeatability of some of the sensing membranes was tested

G
G
G
G

with the transducer GM1 or GM2 and different kinds of sol–gels for GOD.

t glucose concentrations of 0.0 and 1.0 g/l and the results are
hown in Fig. 3. All of the sensing membranes that were tested
ould recover their fluorescence intensity values after several
epeated measurements with small errors. The relative standard
eviations (R.S.D.) were less than 3% at glucose concentrations
f both 0.0 and 1.0 g/l. The sensing membranes using the sol–gel
As are still the best membranes, since the signals were imme-
iately stable after sensing for less than 0.15–0.5 min, moreover
he response time of all of the sensing membranes was reason-
bly short, with the longest response time being only 4.6 min.

The kinetic parameters (KM, Vmax) were calculated first by
ransforming the fluorescence intensity measured at different
oncentrations of glucose into the quenching form (fluorescence
ntensity in the absence of oxygen (FI0)/fluorescence intensity
t 100% oxygen (FI)) and then plotting these modified values
s a function of time. The slope values which were collected
rom the linear range of these graphs are the reaction rates
V = d(FI0/FI)/dt). They were used to draw the graph in the
tyle of a Lineweaver-Burk plot, in which 1/V is a function of
/glucose concentration.

According to the theory of enzyme kinetics [28], the higher
M2 GA1 1.3486 1.6852 3.7 0.0090 0.3343
M2 GA2 1.3966 0.6923 0.15 0.0014 0.3054
M2 GM1 2.4863 2.8300 4.6 0.4687 0.8764
M2 GM2 0.5401 1.0230 3.5 0.0129 0.1982
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Fig. 3. Repeatability of the GOD-immobilize

ensing membrane to glucose concentrations. As shown in
ig. 2, the GOD-immobilized sensing membranes with the
ol–gel GM2 in the transducer were highly sensitive to low glu-
ose concentrations. These results were consolidated again in
able 2, since the KM values of the sensing membrane using

he sol–gel GM2 as the transducer were smaller than those of
he sensing membrane using the sol–gel GM1 as the trans-
ucer. Based on these KM and Vmax values, the sensitivity
f the GOD-immobilized sensing membranes with the trans-
ucer GM2 could be arranged in order of decreasing sensitivity,
s follows: GA2 → GT → GA1 → GM2 → GM1. Among the
ensing membranes with the transducer GM1, the sensing mem-
rane GA2 showed the highest response. Thus, the sol–gels,
M2 and GA2, are the best materials for the fabrication of the

ransducer and for the immobilization of GOD, respectively.
The stability of the GOD-immobilized sensing membranes is

xpressed by the change in their sensitivity after their operation
nd storage for a certain period of time. Since the GOD-
mmobilized sensing membranes GMs–GAs exhibited excellent
roperties, as shown in Table 3, the importance of their lifetimes

s increased, both for economic and other reasons. Fortunately,
he results in Table 3 indicate that the lifetimes of the mem-
ranes are up to expectations. After 10 months of operation and

able 3
hange in the sensitivity of the GOD-immobilized sensing membranes after
peration and storage for a certain period (i.e. difference in slope values of
uorescence intensity at initial and final use and storage).

ensing membranes Initial Final Decrease
(%)

Time
(month)

ransducer GOD-
immobilized

M1 GT 46,549 12,328 73.5 10
M1 GA1 70,488 71,300 0 10
M1 GA2 45,541 57,921 0 10
M1 GM1 94,194 20,212 78.5 3
M1 GM2 14,667 0 100 1
M2 GT 73,640 28,509 61.3 3
M2 GA1 260,351 219,651 15.6 10
M2 GA2 150,762 188,641 0 10
M2 GM1 62,579 53,906 13.8 5
M2 GM2 164,169 97,369 40.7 10

7
b
b
a
p

F
v

ing membranes at 0.0 g/l and 1.0 g/l glucose.

torage, the sensitivity of the GOD-immobilized sensing mem-
ranes with GAs was changed very little or unchanged. The
ther membranes exhibited a long lifetime, but a faster decrease
n their sensitivity.

.3. LOD-immobilized sensing membranes

The procedures used for the preparation of the sol–gels, flu-
rescent layer and enzyme immobilization on the sol–gels were
he same as those described in Section 2.2. In our pre-study, LOD
as immobilized on several kinds of sol–gels which were used

o immobilize GOD, and sol–gel GM2 and GA2 were found
o be the best materials for the encapsulation of the ruthenium
omplex and for the covalent binding with LOD, respectively.
herefore, only the sensing membrane GM2–GA2 was used in

he experiments involving the detection of lactate.
From Fig. 4, the linear calibration graph of the LOD-

mmobilized sensing membrane was in the range from 0.0
o 90 mg/l (=1 mM) (R2 = 0.9543) with a detection limit of
.77 mg/l. This shows the potential of the lactate sensing mem-

rane for the measurement of low concentrations of lactate in
lood samples, since the normal range of lactate in both the blood
nd food processing is 0.5–2.5 mM [11]. In addition, the kinetic
arameters (Vmax = 3.12 M/s, KM = 0.008M) of LOD indicated

ig. 4. Response of the LOD-immobilized sensing membrane (GM2–GA2) at
arious lactate concentrations.



1280 H.D. Duong, J.I. Rhee / Talanta 72 (2007) 1275–1282

Fig. 5. Effect of the (a) temperature and (b) pH of the reaction solution on
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occurred more rapidly than that on the sensing membrane
GM2–GA2, because KM1 is larger than KM2. But a larger amount
of tyramine were converted, because Vmax1 is larger than Vmax2.
he LOD-immobilized sensing membrane (35 or 100 �l of 45 mg/l lactate were
dded to each well of the micro plate in the experiments designed to measure
he temperature and pH dependence, respectively).

hat the reaction rate of oxygen consumption of lactate under
he catalysis of LOD was very high as compared with that of
he oxygen consumption of glucose under the catalysis of GOD.
he immobilization efficiency of LOD was 66.89%. Thus, the
OD-immobilized sensing membrane showed a high sensitivity

o lactate in the range of concentrations tested in this work.
In general, the response and stability of enzyme-immobilized

ensing membranes depend on the temperature and pH of the
eaction solution surrounding them. In the case of the LOD-
mmobilized sensing membrane, the fluorescence intensity
ecreased with increasing temperature. The optimal temperature
or the measurement of lactate was 25 ◦C, as shown in Fig. 5a.
n the oxidation of lactate, the lactate was converted into pyru-
ate and H2O2 under the catalysis of the LOD immobilized on
he sol–gel. The protons, H+, generated from H2O2 can change
he pH of the medium and, therefore, buffer solution was used
o maintain a favorable pH value for enzyme activity. Fig. 5b
hows that pH 7 and 8 are optimal to preserve the high level of
uorescence intensity.

The repeatability of the LOD-immobilized sensing mem-
rane is excellent, as shown by the relative standard deviations
f 0.766, 1.64 and 3.32% at lactate concentrations of 0, 36 and
0 mg/l, respectively. The good stability of the sensing mem-
rane is due to the tightly covalent binding between the sol–gel
nd LOD, as well as the suitable conditions for the sensing oper-
tion. The response time of the sensing membrane to obtain 95%
f the total signal value is around 5.3 min for lactate concentra-
ions of both 0.4 and 1.0 mM.

After 8 months of operation and storage, the sensitivity (slope
alue) of the LOD-immobilized sensing membrane decreased to
1% of the initial slope value. However, Fig. 6 shows that the
ensing membrane was still able to operate after 4–5 months. As
ompared with other models of lactate sensor [23–24,29–31], the
ifetime of our sensor for lactate detection is similar or longer,
ven though the components of the sensors are totally different.
.4. TOD-immobilized sensing membranes

For the detection of tyramine, sol–gel GM2 was used to
ncapsulate the fluorescence dye, and sol–gels GA1 and GA2

F
c
m

ig. 6. Long-term stability of the LOD-immobilized sensing membrane after 8
onths of operation and storage.

ere employed as support materials for the immobilization
f TOD. Fig. 7 indicates that the linear calibration curves of
he TOD-immobilized sensing membranes employing GA1 and
A2 were in the ranges of 0–100 mg/l (R2

GM2–GA1 = 0.9602)
nd 0–70 mg/l (R2

GM2–GA2 = 0.9489). The values of the detec-
ion limit were found to be 8.73 mg/l for GA1 and 6.30 mg/l
or GA2. When only a small amount of TOD was used for
he immobilization on the detection layer, the sensors showed

high sensitivity to tyramine in the range of 0–100 mg/l (the
mmobilization efficiencies of TOD on sol–gels GA1 and GA2
ere 64.78 and 67.13%, respectively). The change in the fluo-

escence intensity between the tyramine concentrations of 0.0
nd 100 mg/l was significant. However, the sensitivity of the
ensors was rapidly decreased at the higher concentration of
yramine of 100 mg/l, especially in the case of the sensing mem-
rane GM2–GA1. For the sensing membrane GM2–GA1, the
inetic parameters Vmax and KM1 were 6.39 M/s and 11.71 mM,
espectively, whereas the corresponding values for the sensing
embrane GM2–GA2 were 0.191 M/s and 0.171 mM. Thus, the

xidation of tyramine on the sensing membrane GM2–GA1
ig. 7. Response of the TOD-immobilized sensing membranes at various con-
entrations of tyramine (a) sensing membrane GM2–GA1 and (b) sensing
embrane GM2–GA2.
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ig. 8. Effect of (a) temperature and (b) pH on the TOD-immobilized sensing
embranes, GM2–GA1 and GM2–GA2.

The signals of both sensing membranes decreased with
ncreasing temperature. As in the case of the other enzymes,
OD could not operate or operated with decreased activity at
igh temperature. The temperature range of 23–25 ◦C is the
ptimal temperature range to obtain the maximal fluorescence
ntensity (Fig. 8a). The results in Fig. 8b show the effect of
H on the sensing membranes, and it can be seen that pH 7 is
he optimal pH value to maintain high stability and sensitivity
f the sensing membranes. However, we could not explain the
eason why the fluorescence intensity of the sensing membrane
M2–GA2 did not change very much at pH 10.
Both sensing membranes were able to recover their original

uorescence signal values after repeated use at 0.0 and 50 mg/l
f tyramine. The relative standard deviations of both sensing
embranes were less than 5% (R.S.D.s of 3.21 and 2.65% for

he sensing membrane GM2–GA1 and 1.06 and 1.55% for the
ensing membrane GM2–GA2 at 50 and 0.0 mg/l, respectively).
hese results indicate that the wash-out of the enzyme in the
ensing membrane was overcome, due to the tightly covalent
inding between the sol–gel and the enzyme. The complexes of
he sol–gel GM2 and GAs reconfirmed their excellent proper-

ies for the fabrication of the sensing membranes. The response
ime of the sensing membrane GM2–GA1 was around 9 s to
btain 95% of the total value of the fluorescence intensity,
hereas the sensing membrane GM2–GA2 needed approxi-

ig. 9. Long-term stability of the TOD-immobilized sensing membranes (a)
M2–GA1 and (b) GM2–GA2.
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ately 3 min. These results fit the calculated data for Vmax and
M.

Both sensing membranes operated for 4–6 months even
hough their sensitivity and stability were decreased (Fig. 9).
or the sensing membrane GM2–GA2, these parameters were
ot changed after 2 months of operation and storage. In fact,
here have not been many studies involving the analysis of tyra-

ine, and no tyramine biosensors have been fabricated, which
re similar to the one fabricated in this study. Therefore, we could
ot compare its properties to that of other biosensors, however, it
an be considered that a life-time of 4–6 months for a biosensor
ndicates that its quality is good.

. Conclusion

The typical characteristics of the sol–gels which were applied
or the immobilization or encapsulation of organic or bio-
aterials contributed significantly to the sensitivity and stability

f the sensing membranes for the detection of glucose, lactate
nd tyramine. Choosing the appropriate ratio of silanes in the
ixture of sol–gels allowed for the optimization of the sensing
embranes. Sensing membranes fabricated based on this design

an be applied for some analytes which follow the principle of
he oxidation reaction. Sol–gel GM2 is a feasible material for
se as a support matrix of fluorescent dye, while sol–gel GA2
s suitable for enzyme immobilization. The sensing membranes
abricated herein should operate in the temperature range of
3–25 ◦C and at pH 7.
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bstract

A novel and low cost liquid–liquid extraction procedure for the separation of gold(III) at trace level from aqueous medium of pH 5–9 has been
eveloped. The method has been based upon the formation of a yellow colored ternary complex ion associate of tetrachloro gold(III) complex anion,
uCl4

− with the ion-pair reagent 1-(3,5-diamino-6-chloropyrazinecarboxyl) guanidine hydrochloride monohydrate, namely amiloride, DPG+·Cl−.
he effect of various parameters, e.g. pH, organic solvent, shaking time, etc. on the preconcentration of gold(III) from the aqueous media by

he DPG+·Cl− reagent has been investigated. The colored gold species was quantitatively extracted into 4-methyl pentan-2-one. The chemical
omposition of the ion associate of DPG+·Cl− with AuCl4

− in the organic solvent has been determined by the Job’s method. The molar absorptivity
2.19 × 104 L mol−1 cm−1) of the associate DPG+·AuCl4

− at 362 nm enabled a convenient application of the developed extraction procedure for
he separation and AAS determination of traces of aurate ions. Mono-valence gold ions after oxidation to gold(III) with bromine water in HCl

−1
1.0 mol L ) media have been also extracted quantitatively from the aqueous media by the developed procedure. The chemical speciation of mono-
nd/or tri-valence gold species spiked to fresh and industrial wastewater samples has been achieved. The method has been also applied successfully
rom the separation of gold(I) and gold(III) species from metallic ions and silver. The developed method has also the advantage of freedom from
ost diverse ions.
2007 Elsevier B.V. All rights reserved.
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. Introduction

Gold is widely distributed in nature and the chemistry of gold
emains an active research area [1]. Some gold(I) compounds are
iologically active and used as anti-inflammatory drugs in the
reatment of rheumatoid arthritis [1–3]. Due to the low level
f gold in the environmental samples and its great importance,
any articles have been reported on the separation of traces of

old in water and other matrices containing Cd2+, Zn2+, Cu2+,
i2+, Mn2+, Co2+, Pd2+, Hg2+, Pb2+, Pt4+, Fe3+, alkaline and

lkaline earth ions before their actual determination [3–9].The

pectrometric methods, e.g. ICP-AES, FAAS, ETAAS, elec-
rophoresis and other spectrophotometric methods involving
-carboxyl-1-naphthalthiorhodanine (CNTR), Spheron (R) and

∗ Corresponding author. Tel.: +966 551691130; fax: +966 26952292.
E-mail address: mohammad el shahawi@yahoo.co.uk (M.S. El-Shahawi).
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liquid extraction; Chemical speciation; Wastewater; Silver; Recovery and AAS

biphenyl) dimethanethiol, etc. are the most used techniques in
he analysis of gold at low level [7,9–15]. Few of these meth-
ds have sufficient sensitivity and selectivity for the trace levels
f mono-and tri-valence gold species in fresh water and indus-
rial wastewater samples [7,11–15]. However, the low level of
old in drinking waters is not compatible with the detection
imit and some of these methods are expensive, unselective and
equire careful experimental conditions and considerable time
onsuming. Thus, preconcentration and separation techniques
sing liquid–liquid and liquid–solid are frequently required to
mprove the detection capability and the selectivity of these
echniques [7,12–14].

The ion-pair reagents containing bulky anions are often used
o form extractable complex ion associates with charged bulky

ationic complex species of neutral ligands, e.g. crown ethers,
-phenanthroline derivatives, and metal ions [6–10,16–18]. On
he other hand, the bulky cations, e.g. rhodamine derivatives,
asic dyes, 18-crown-6 (18C6) oxonium cation, tetra alkyl
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Fig. 1. Chemical structures of the ami

hosphonium or arsonium halides and tetrazolium salts are
lso often used to form extractable ion associates with charged
ulky oxoanions or bulky anionic complexes of metal [18–30]
nd gold(III) halides, cyanide and thiocyanate [31–33].

Burns et al. [34,35] and others [36,37] have been successfully
sed the compound amiloride mono hydrochloride (Fig. 1) as
selective analytical ion-pair reagent for the determination of

he oxoanions perchlorate, perrhenate and periodate in different
atrixes. The extraction of the produced complex ion associates

f amiloride with these oxoanions proceeded rapidly with high
ecovery factor [27–31].

Recent years [7,10–15] have seen an upsurge of interest for
apid and sensitive analytical methods for the separation and
peciation of chemical forms of precious metal ions in environ-
ental samples. A recent literature on the analytical applications

f the ion-pair reagent DPG+·Cl− has revealed no study on the
se of the reagent on the liquid–liquid separation of gold(III)
rom silver and other base metal ions and chemical speciation
f chemical forms of mono- and tri-valent gold ions. Thus, the
oals of the present article are focused on the use of the title
eagent for the separation of gold(III) and speciation of chemical
orms of mono- and tri-valence gold species as a ternary com-
lex ion associate of AuCl4− and DPG+·Cl− in non-aqueous
edia. The extraction mechanism and the chemical separation

f gold(I) and (III) species from silver(I) and other base metal
Fe3+, Co2+, Ni2+, and Cu2+) ions have been also included.

. Experimental

.1. Reagents and materials

Analytical reagent grade chemicals nickel(II) sulphate,
ron(III) sulphate and copper(II) sulphate and solvents (BDH,
SA) were used. Potassium aurocyanide, KAu(CN)2 (Fluka
G, USA), chloroauric acid, HAuCl4 (Johnson Mathey & Co.,
K), silver nitrate (Fluka, USA) and amiloride mono hydrochlo-

ide (E Merck, India) were used for the preparation of stock
olutions (1000 �g mL−1) of gold(I), gold(III) and silver(I) ions,
espectively. A stock solution (0.01 mol L−1) of amiloride mono
ydrochloride (E Merck, India) was prepared by dissolving an
ccurate weight (0.03 g) of the reagent in 100 mL H2O–HCl (1:1,

/v). Double distilled de-ionized water was used throughout the
ork for the preparation of stock solutions (1000 �g mL−1).
series of Britton–Robinson buffers (0.04 mol L−1 in each

f acetic, orthophosphoric, and boric acids) adjusted to the

d
s
t
o

(I) and amiloride hydrochloride (II).

equired pH with sodium hydroxide (0.2 mol L−1) was prepared
38].

.2. Apparatus

Carbon, hydrogen and nitrogen content were determined
n a Perkin-Elmer 2400C series elemental analyzer, USA. A
erkin-Elmer (model Lambda EZ-210, USA) spectrophotome-

er (190–1100 nm) with a 10 mm long quartz cell was used for
ecording the electronic spectra of the reagent and the com-
lex ion associate of gold(III). The absorbance of the organic
xtract was measured with a single beam Perkin-Elmer (model
ambda EZ-150, USA) UV–vis spectrophotometer with quartz
ell (10 mm). A Perkin-Elmer (Analyst TM 800, USA) furnace
tomic absorption spectrometer (AAS) was used for measuring
he concentration of Au, Ag, Fe, Ni, and Cu at the wavelengths
42.8, 328.1, 372.0, 232.0 and 324.7 nm, respectively at 0.5 nm
lit width except for iron and nickel at 0.2 nm before and after
eparation step from the aqueous phase under instrument’s opti-
um settings.

.3. Recommended extraction procedures

.3.1. Extraction procedures of gold(III) species
In a separating funnel (50 mL), a 2 mL aliquot of the ion-

airing reagent DPG+·Cl− (1.0 × 10−5 mol L−1) was mixed
ith 9.0 mL of B–R buffer (pH 6–7) containing various con-

entrations ((1.0–6) × 10−5 mol L−1) of HAuCl4 to adjust the
H of the final aqueous solution. The aqueous solution was
hen diluted to 20.0 mL with double distilled water. The aqueous
olution was shaken twice, each with 2.5 mL of the solvent 4-
ethyl pentan-2-one for 2 min. After separation of the layers, the

rganic extract was then collected in a 25 mL beaker containing
nhydrous sodium sulphate (1.0 g) swirled to mix the contents
nd transferred to a 10 mL volumetric flask. The residue was also
ashed with 5 mL (2 × 2.5) of the same organic solvent, trans-

erred to the measuring flask and finally made up to the mark with
he same solvent. The absorbance of the organic extract was then

easured at 362 nm against a reagent blank. After extraction, the
H of the aqueous phase was determined as equilibrated pH and
he amount of gold ions remained in the aqueous phase (Cf) was

etermined also by AAS. The amount of gold ions of the parallel
amples containing the same amount (Ci) of gold(III) ions and
he reagent DPG+·Cl− was also measured by AAS. The amount
f gold(III) ions in the organic phase was finally calculated by
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he difference (Ci − Cf) and the distribution ratio (DAu) was then
alculated employing the equation:

Au = [DPG+ · AuCl4−](org)

[AuCl4−](aq) + [DPG+ · AuCl4−](aq)
(1)

.3.2. Extraction procedures of gold(I) species
An accurate volume (10 mL) of the aqueous solution contain-

ng gold(I) ions at different concentrations (1.0–15 �g mL−1)
as transferred to the conical flask (50 mL capacity). Another
0 mL of HCl (1 mol L−1) and bromine water (2 mL) were added
o oxidize gold(I) solutions to gold(III) complex species. The
olutions were left for 5 min and the excess Br2 and HCl were
hen removed by boiling the solutions for 10–15 min and finally
llowed to cool to room temperature (25 ± 1 ◦C). The solution
ixtures were then adjusted to pH 6–7 with B–R buffer, trans-

erred with the washing solutions to a 50 mL separating funnels.
he resulting solutions were then extracted as described earlier

or gold(III) extraction. The concentration of the produced gold
ons was then determined with AAS using calibration curves of
old(III) and (I) ions.

.3.3. Extraction of the binary mixtures of gold(I) and (III)
An aliquot (10 mL) of a mixture of mono- and tri-valent

old ions at a total concentration ≤25 �g mL−1 was transferred
o a 50 mL separating funnel. The mixture was analyzed with
AS according to the described procedure for the extraction of

ri-valent gold ions. Another aliquot portion (10 mL) was trans-
erred and analyzed with AAS as described before for gold(I)
etermination. On the basis of these procedures, the amount of
old in the organic extract of the first aliquot (C1) could be a
easure of the gold(III) ions in the mixture, while the amount

f gold in the organic extract of the second aliquot (C2) is a mea-
ure of the sum of the mono- and tri-valent gold ions. Therefore,
he difference (C2 − C1) is a measure of the gold(I) ions in the
inary mixture.

.4. Analytical applications

.4.1. Analysis of gold(III) and total gold(I, III) in tap and
astewater samples

Tap and/or industrial wastewater samples (50 mL) of fertilizer
ndustry were collected, filtered through a 0.45 �m membrane
lter and the solutions pH were then adjusted to pH 6–7 with
–R buffer. To each of the sample solutions an accurate concen-

ration of gold(I, III) species at a total concentration in the range
.0–25.0 �g Au mL−1 and 2.0 mL of the reagent DPG+·Cl−
8.0 × 10−5 mol L−1) were added. The solution mixtures were
hen transferred to 50 mL separating funnels. Analyze the mix-
ures according to the described procedure for gold(III). Another
liquot (50 mL) portions were taken exactly and analyzed as
escribed for gold(I) species. On the basis of these procedures,
he gold concentration determined by AAS in the first organic

xtract will be a measure of tri-valent gold ions in the mix-
ure, while the amount of gold in the organic extract of the
econd aliquot is a measure of the sum of the gold(I) and
III) ions. Therefore, the difference between the two measure-

r
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p
i
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ents will be a measure of the mono-valent gold ions in the
ixture.

.4.2. Separation of gold(III) from silver(I) and base metal
ons in tap water

An aliquot of tap water (10 mL) spiked with gold(III) ions in
he concentration range 5.0–25.0 �g mL−1 Au was accurately
ransferred into a 50 mL separating funnel as described above.
o the solution mixture, 2 mL containing silver(I) and/or base
etal ions (Fe3+, Co2+, Ni2+, Cu2+or Zn2+) at 10.0 �g mL−1

or each ion and few drops (0.2–0.3 mL) of KCl (1%, w/v)were
dded by the spiking method. The presence of KCl eliminates the
ossible interference of silver ions by forming AgCl precipitate.
he solutions were then analyzed as described for gold(III) ions.
he amount of gold(III) and base metal ions in the aqueous phase
ere determined with AAS from the standard curves of each ion

t the optimum wavelength as described before.

. Results and discussion

On mixing the reagent DPG+·Cl− with tetrachloro gold
nion, AuCl4− in aqueous media and shaking with 4-methyl
entan-2-one, a yellow colored complex associate was devel-
ped in the organic phase. After equilibrium, the organic phase
ontaining the complex ion associate of DPG+·Cl− and AuCl4−
as separated out and its absorption electronic spectrum was

hen recorded. The spectrum showed one well-defined peak at
62 nm of the organic extracted while, the absorption spectrum
f the reagent blank DPG+·Cl− against pure 4-methyl pentan-2-
ne showed no absorption peaks in the same wavelength range.
n the absence of HAuCl4 or DPG+·Cl− in the aqueous phase,
o color or extraction of gold ions was detected in the organic
ayer as indicated from AAS measurement of gold ions in the
rganic or aqueous layer. Thus, each of DPG+·Cl− or AuCl4−
eparately did not extract in the organic phase. Therefore, in
he subsequent work, the absorbance of the organic extract was

easured at 362 nm against a reagent blank.

.1. Investigation of the various experimental variables

Comparative tests of various organic solvents, e.g. n-hexane,
ichloromethane, carbon tetrachloride, toluene, chloroform,
iethyl ether, methyl ethyl ester, aromatic hydrocarbons and
-methyl pentan-2-one with a wide range of functional group
ypes was investigated for their ability to extract the produced
omplex associate. The data revealed that, the nature of the
olvent contributes substantially to the maximum extraction
f the produced complex ion associate of the DPG+·Cl− and
uCl4− ions. Good results were achieved with 4-methyl pentan-
-one and cyclohexanone and the absorbance of the organic
hase followed the following order: 4-methyl pentan-2-one >
yclohexanone > ester > ether > dichloromethane > chloroform >
oluene > carbon tetrachloride and n-hexane, respectively. The

elatively high dielectric constant of these two solvents favors
xtensive ion-pairing formations [39]. Thus, the good extraction
ercentage (96–98%) with maximum apparent molar absorptiv-
ty, and solubility of the produced complex ion associate were
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chieved. At room temperature, the extraction was complete
n less than 2 min with better separation of phases in 4-methyl
entan-2-one. The reagent DPG+·Cl− in this solvent has no
xtraction and the colored complex ion associate was extracted
uantitatively. The ion associate was found also stable for up to
h in this solvent. Thus, in the subsequent work, the solvent
-methyl pentan-2-one was selected as a proper solvent. The
mount of gold(III) extracted from the aqueous solution into
he organic phase versus the amount of gold(III) in the aqueous
hase at equilibrium varied linearly at low and moderate
ri-valent gold(III) concentration (≤10 �g mL−1) followed
y a plateau at higher concentration. A solvent capacity of
�g gold(III) ions uptake per milliliter of organic solvent was
btained.

The optimum shaking time was ascertained by measuring the
bsorbance of the organic extract after 0.5–10 min shaking time.
apid attainment of extraction equilibrium was achieved within
.5–2 min. Thus, a 2 min shaking time was taken as the optimum
ime in the subsequent work to ensure complete extraction. The
olume ratio of the aqueous phase (5 �g mL−1 Au) to the organic
hase (V−

(aq)/V−
(org)) was also examined for the extraction of

old (5 �g mL−1 Au) species. For a single extraction, it was
ound that, quantitative extraction of gold was attainable up to
0-fold (V−

(aq)/V−
(org) = 20:1).

The effect of pH of the aqueous solution employing B–R
uffer on the extraction of the developed colored complex
on associate was studied by measuring the absorbance of the
rganic extract at 362 nm against the reagent blank. Maximum
bsorbance of the produced ion associate was obtained at pH
–9 (Fig. 2). In the aqueous solution of pH ≤ 5, the ion pair
PG+·Cl− is less dissociated and gold(III) is most likely exists

s chloroauric acid (HAuCl4) species, which is less dissociated
t lower pH as follows:

AuCl4(aq) � AuCl4(aq)
− + H+ (2)

Thus, in acidic pH, the equilibrium (Eq. (2)) moves to the left

nd the quantity of AuCl4−

(aq) ions available to form complex
on associate with DPG+·Cl−(aq) decreased. On the other hand,
n aqueous solution of pH ≥ 9, the absorbance of the organic
xtract also decreased. The formation of non-extractable com-

ig. 2. Influence of pH on the uptake of the ion associate [DPG+·AuCl4−] onto
he solvent 4-methyl pentan-2-one (5 mL). Aqueous phase (20 mL) at pH 6–7,
u = 2 �g mL−1 and 0.1 mL DPG+·Cl− (0.01%, w/v).
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lex species of gold(III), e.g. hydroxo-species of gold(III) which
inimizes the associate formation [40] may account for such

rend. Thus, in the subsequent work the pH of the aqueous solu-
ion was adjusted at pH 6–7 and the overall reaction between
PG+·Cl−(aq) and HAuCl4(aq) is most likely be proceeded as

ollows:

AuCl4(aq) + DPG+ · Cl(aq)
−

� [AuCl4
− · DPG+](org) + HCl(aq) (3)

The influence of DPG+·Cl− concentration on the extraction
f the formed ion associate at the optimum experimental condi-
ions was studied. A 2 mL of 8.0 × 10−5 mol L−1 of DPG+·Cl−
as found sufficient to extract quantitatively (96–98%) up to
0 �g mL−1 of gold(III) from the aqueous by double extrac-
ion (2× 2.5 mL) of the organic solvent. The molar absorptivity
f the produced ternary complex ion associate DPG+·AuCl4− at
62 nm calculated from the absorbance measurement was found
qual 2.19 × 104 L mol−1 cm−1 in 4-methyl pentan-2-one. A
arge excess of the reagent slightly decreased the absorbance
f the organic phase possibly owing to the increased acidity of
he aqueous phase which minimizes the associate formation.

.2. Effect of foreign ions

The selectivity of the developed method for the extraction of
�g mL−1 of tri-valent gold ions in the presence of a relatively
igh excess (0.05–0.1 mg mL−1) of some cations and anions
as investigated. The tolerance limit was defined as the concen-

ration of the foreign ion added causing a relative error within
2% of the recovery of gold. It was found that, in the extraction

f gold(III), the ions: Li+, Na+, K+, Ca2+, NH4
+, Al3+, Fe2+,

i2+, Co2+, Cu2+and Zn2+ and the anions: Cl−, Br−, SO4
2−,

O3
2−, C2O4

2−, PO4
3− and S2O8

2− do not interfere at 1:100
olerable concentration of gold(III) to the diverse ions, respec-
ively. Interference due to Fe3+ and VO3

− and MnO4
− (1:100,

/w) was eliminated by the addition of few drops of NaF (1%,
/v) and NaN3 (0.1%, w/v) prior to the extraction, respectively.

nterference of Ag+ ions was removed by adding few drops of
Cl (0.1%, w/v) to form AgCl precipitate. In the presence of

ome other ions, e.g. Pd2+ and Pt2+ even at low concentrations
1:10, v/v), positive interference was noticed. The ability of these
ons to form extractable stable complex ion associates with the
eagent DPG+·Cl− under the optimum experimental condition
s most likely account for such behavior. These ratios do not
nduce limitations in the matrixes, e.g. salty effluents that could
e analyzed by the developed extraction procedure.

.3. Characterization of the gold(III) ion associates

The composition of the extracted species was determined
t two different concentrations of the gold(III) ions and

eagent by Job’s method [41]. A plot of the absorbance of
he organic extract at 362 nm versus the mole fraction of
PG+·Cl− revealed a graph that indicated the formation of an

on-association complex having gold(III) to a reagent molar
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Table 1
Analytical results for the extraction of the binary mixture of mono- and tri-valent gold ions in aqueous media by the developed procedure

Gold species (�g mL−1) Recovery (%)a

Gold(I) and (III) added Average gold(I) and (III) found Au+ Au3+

Au+ Au3+ Au+ Au3+

5.0 10.0 4.9 10.3 98.0 ± 2.7 103.0 ± 2.7
1 5.2
1 0.2
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0.0 15.0 9.7 1
5.0 10.0 14.8 1

a Average recovery of five measurements ± relative standard deviation.

atio of 1:1. The organic extract was also evaporated under
acuum and analyzed for C, H, N and Au. The analytical data of
he produced associate was found as follows: [AuOC6H9N7Cl5]
equired 12.62% C, 1.57% H, 17.24% N and 34.7% Au; Found
3.12% C, 1.76% H, 16.96% N and 35.23% Au. These data
dd further confirmation that, the extracted species are most
ikely represented as AuCl4−·DPG+. The stability constant of
he produced complex ion associate calculated from the Job’s
lot from the ratio of the true absorbance (A) to the extrapolated
Aextp) absorbance [41] was found equal to 2.46 × 103.

A series of oxidizing agents such as H2O2, K2S2O8 or
romine water has been tested for complete oxidation of mono-
alence gold species to tri-valent gold species in aqueous media
ontaining dilute acids (1 mol L−1), e.g. CH3COOH, HCl or
2SO4 or KCl (1 mol L−1). Among these oxidizing agents,
romine water in HCl (1 mol L−1) medium and boiling the
liquot aqueous solution of mono-valence gold species for 2 min
as the most suitable oxidizing agent for gold(I) to gold(III)

pecies. The oxidation performance of mono-valence gold to
old(III) species in the aqueous media followed the sequence:

romine water > K2S2O8 > H2O2

he variation of HCl concentration (0.1–2 mol L−1) in the
xtraction media on the oxidation of gold(I) to gold(III) by
romine water and boiling was investigated following the same
xtraction procedure. The results revealed that optimum condi-
ions for complete oxidation of gold(I) to gold(III) is to have an
queous medium containg HCl (1 mol L−1).

The extraction of gold(I) at concentration levels
.0–15 �g mL−1 after oxidation with Br2 water in HCl

1 mol L−1 and following the recommended extraction proce-
ure for gold(III) was successfully achieved with a recovery
ercentage of 98 ± 3.4% (n = 5)). Thus, the analysis of the
inary mixtures of gold(I) and (III) ions in the aqueous media by

0
s
t
F

able 2
nalytical results of the chemical speciation and recovery of mono- and tri-valent go

old species (�g mL−1)

old(I) and (III) added Average gold(I) and (III) fou

u+ Au3+ Au+ Au3+

.0 10.0 4.8 10.4
0.0 15.0 9.7 15.2
5.0 15.0 14.8 14.8

a Average of five measurements ± relative standard deviation.
97.0 ± 2.2 101.3 ± 2.3
98.7 ± 2.1 102 ± 1.6

he developed extraction procedure was attempted. The results
re summarized in Table 1. Satisfactory recovery percentage of
arious gold(I) and gold(III) species was obtained.

.4. Analytical applications

.4.1. Chemical speciation and recovery of gold(I) and (III)
rom water samples

The validity of the developed extraction procedure was inves-
igated by the determination of the mean percentage recoveries
n = 5) of gold(III) in distilled water ((10 �g mL−1 Au) using
oth the calibration graph and standard addition methods. The
verage percentage recoveries were found reproducible. The
imits of detection (LOD) of gold(III) estimated using the equa-
ion: LOD = 3Sy/x/b [42]; where Sy/x is the standard deviation of
-residuals and b is the slope of the calibration plot was found
qual 6.1 × 10−7. The value of the lower limit of quantifica-
ion (LOQ) calculated using the equation: LOQ = 10 Sy/x/b [42],
as found equal 9.2 × 10−7 mol L−1. This level of precision is

uitable for the routine analysis of the gold(III) in water.
The application of the developed extraction procedure for the

hemical speciation and recovery of traces of gold(I) and (III) at a
otal concentration ≤25.0 �g mL−1 in tap water was investigated
s described in Section 2. A recovery percentage of 97 ± 2.9
as achieved with good reproducibility. Thus, attempts were

lso applied for the analysis of gold(I, III) in wastewater sam-
les of fertilizer industry following the described experimental
rocedure. The data are summarized in Table 2. The accuracy of
he developed procedure was evaluated by the recovery studies
f the gold added. Also, on plotting the amount of gold added
ersus the amount recovered a regression line with a slope of

.998 and a correlation coefficient of 0.999 was achieved. The
lightly higher values of recoveries in the wastewater may be due
he presence of other impurities in the wastewater (Table 2). The
-test at 95% confidence levels did not exceed the tabulated (the-

ld ions in wastewater samples by the proposed extraction procedure

Recovery (%)a

nd Au+ Au3+

96.0 ± 2.4 104.0 ± 2.9
97.0 ± 2.8 101.3 ± 2.1
98.7 ± 3.1 98.7 ± 1.9
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Table 3
Analytical results of the recovery of Au3+ss (5–15 �g mL−1) from Ag+ and other
metal ions, e.g. Fe3+, Co2+, Ni2+I, Cu2+or Zn2+ at 10.0 �g mL−1 interfering in
tap water samples by the proposed procedure

Gold(III) added (�g mL−1) Gold(III) found (�g mL−1) Recovery (%)a

5.0 5.15 103 ± 2.1
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0.0 10.35 103.5 ± 1.9
5.0 14.8 98.7 ± 2.1

a Average of three measurements ± relative standard deviation.

retical) ones and revealed no significant differences between
he averages and the variances of the developed procedure and
he reported method [30].

.4.2. Separation of gold(I) and (III) from silver(I) and
ther base metal ions

The developed extraction procedure was also applied suc-
essfully for the separation of gold(III) ions in the concentration
ange 5–15.0 �g mL−1 Au from silver(I) and base metal (Fe3+,
o2+, Ni2+, Cu2+and Zn2+) ions at 10.0 �g mL−1 level in tap
ater samples. The results are summarized in Table 3. More
r less complete recovery of gold ions was achieved with good
recision (R.S.D. ≤ 2.1%). In terms of F (0.075)) and Student’s
tests (1.91), no significant differences in the accuracy and pre-
ision [42] between the proposed and the published method [31]
ere observed.

. Conclusion

The method provides an excellent alternative approach for
he analytical determination of gold because of its low cost,
epeatability and sufficient precision. The reaction of the reagent
PG+·Cl− with the anion AuCl4− is rapid, simple, does not

nvolve any stringent conditions and no standing time is needed.
he produced ternary complex ion associate DPG+·AuCl4−

s stable before determining the ions. Thus, the developed
xtraction procedures was also applied for the extraction and
ubsequent AAS determination of inorganic gold(I) and/or (III)
ons in fresh and industrial wastewater samples after oxidation of
he former ion to gold(III) with bromine water. The procedures
ave the advantage of virtual freedom from most interfering ions
nd can serve as a low cost procedure for the separation of gold
rom silver and base metal ions. However, work is continuing
or the recovery of gold species from different matrixes and
pplication of on line procedures for the chemical speciation of
norganic and organic bound gold species in reference and real
amples.
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bstract

Electrochemical behavior of cerium hexacyanoferrate (CeHCF) incorporated on multi-walled carbon nanotubes (MWNTs) modified GC elec-
rode is investigated by scanning electron microscopy (SEM) and electrochemical techniques. The CeHCF/MWNT/GC electrode showed potent

lectrocatalytic activity toward the electrochemical oxidation of tryptophan in phosphate buffer solution (pH 7.0) with a diminution of the over-
otential of 240 mV. The anodic peak currents increased linearly with the concentration of tryptophan in the range of 2.0 × 10−7 to 1.0 × 10−4 M
ith a detection limit of 2.0 × 10−8 M (at a S/N = 3). And the determination of tryptophan in pharmaceutical samples was satisfactory.
2007 Elsevier B.V. All rights reserved.

eywords: Cerium hexacyanoferrate; Multi-walled carbon nanotubes; Modified electrode; Tryptophan; Electroanalysis
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. Introduction

Tryptophan (Trp) is an amino acid essential to humans. It
s a vital constituent of proteins and indispensable in human
utrition for establishing and maintaining a positive nitrogen
alance. These compounds are sometimes added to dietary, food
roducts, pharmaceutical formulas due to the scarcely presence
n vegetables. Therefore simple, sensitive and less expensive
etection of Trp is of great interest. The methods based on elec-
roanalysis of Trp have been many reported [1–8]. It is well
nown that the direct electrochemical oxidation of Trp at a bare
lectrode takes place at high overpotential. The reported overpo-
ential at pH 7.0 is 0.800 V at glassy carbon (GC) electrode [3].

any efforts have been devoted to the goal of finding the new

aterial (mediators) for electrode modification that will reduce

he overpotential of the oxidation of Trp [1–8]. Recently, Lin et
l. [3] have reported the electrocatalytic oxidation of Trp at a

∗ Corresponding author at: College of Chemistry and Materials Science, Anhui
ormal University, Wuhu 241000, China.
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039-9140/$ – see front matter © 2007 Elsevier B.V. All rights reserved.
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C electrode modified with butyrylcholine with decreasing of
31 mV in overpotential.

Cerium compound possesses many attractive properties
hich makes it highly promising for a wide range of appli-

ations such as solid electrolytes in solid oxide fuel cells [9],
utomotive three-way catalysts, ultraviolet absorbers [10,11],
nd oxygen sensors [12]. It is also used as a catalyst for large-
cale fluid cracking in refineries and dehydrogenation of ethyl
enzene to styrene [13]. Studies on metal hexacyanoferrate have
een documented on transition metal compounds [14–21]. A
erium hexacyanoferrate (CeHCF) modified glassy carbon elec-
rode was prepared by electrochemical method in this paper.
owever, this modified electrode is instable. As we all know,

tability of modified electrode is highly desirable in order to
xpand its use in numerous practical applications. Electrodes
ased on carbon nanotubes are an attractive research area now
22–25]. Carbon nanotube is a kind of inorganic material with a

ano-structure, which is promising as immobilization substance
ecause of its significant mechanical strength, high surface area,
xcellent electrical conductivity and good chemical stability
26].
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The separation of the anodic and cathodic peak potentials,�Ep
is 141 mV. There was no redox peaks in curve e, which was a
cyclic voltammogram (at 100 mV/s) of a GC electrode in 0.1 M
PBS after the electrode was scanned for 40 cycles in a solution

Fig. 2. Cyclic voltammograms of a CeHCF/GC electrode in 0.1 M pH 7.0 PBS at
B. Fang et al. / Talan

In this paper, the multi-walled carbon nanotubes (MWNTs)
ere added so as to improve the stability of the CeHCF modi-
ed electrode. The resulting electrode exhibited good stability.
sing such modified electrodes, the electrochemical behavior
f Trp was investigated and a procedure for its electrochemical
etermination was proposed.

. Experimental

.1. Materials

Trp and tyrosine (Tyr) were purchased from Shanghai
edicine Company. Acid-treated MWNTs were obtained from
hengdu Institute of Organic Chemistry of the Academy of Sci-
nces. All other regents used were of analytical grade. Solutions
f Trp and Tyr were prepared in water prior to use. Phosphate-
uffered solutions (PBS) of 0.1 M for different pH were prepared
y mixing stock solutions of 0.1 M H3PO4, KH2PO4, K2HPO4
nd K3PO4. Double distilled water was used. High purity nitro-
en was used.

.2. Measurement methods and apparatus

Scanning electron microscopy (SEM) was performed with a
itachi X-650 microscope. Electrochemical techniques includ-

ng cyclic voltammetry (CV) and amperometric experiment
ere performed on a CHI 660B electrochemical workstation

Chenhua Instruments Co., Shanghai, China). Three-electrode
ystem was used with a saturated calomel electrode (SCE) as ref-
rence electrode, a platinum wire electrode as counter electrode
nd a bare glassy carbon (diameter = 3 mm) or modified elec-
rode as working electrode. All potentials reported in this paper
ere versus SCE. The electrolyte solutions were deoxygenated
ith nitrogen bubbling for 10 min before each voltammetric

an, and all experiments were performed at a temperature of
5 ± 1 ◦C and under nitrogen atmosphere.

. Results and discussion

.1. Preparation of CeHCF modified electrode

Two milliliters of 1.50 × 10−2 M Ce(NO3)3, 2 ml 1.50 ×
0−2 M K3Fe(CN)6 and 2 ml 1.5 M KCl were added, respec-
ively, to a 10 ml cell so as to obtain a mixed solution (pH 5.0)
or the preparation of the CeHCF modified electrode. Then a
hree-electrode system was set up; the potential cycling was
erformed between −0.20 and 0.80 V for 40 cycles at a rate
f 100 mV s−1 under a nitrogen atmosphere. The cyclic voltam-
ograms for the preparation of the CeHCF on the surface of

he GC electrode were shown in Fig. 1, from which we can see
hat the peak currents decrease gradually with the scan cycles.

his phenomenon showed that the state of the electrode surface
hanged with increasing number of scan cycles and CeHCF was
ormed. In fact, this deposit was formed from crystals of CeHCF.
he formation process of CeHCF on electrode surface can be

a
(
0
o
t

ig. 1. Cyclic voltammograms of the CeHCF deposition process on a GC
lectrode surface in a solution containing 2 ml 1.50 × 10−2 M Ce(NO3)3, 2 ml
.50 × 10−2 M K3Fe(CN)6 and 2 ml 1.5 M KCl. The scan rate is 50 mV/s.

xpressed by the following EC reaction mechanism:

e(CN)6
3−+e− → Fe(CN)6

4− (electrochemical reaction)

(1)

e(CN)6
4− + Ce3+ + K+ → KCeFe(CN)6

(chemical reaction) (2)

Fig. 2, curve a, exhibited a cyclic voltammogram of a
eHCF/GC electrode obtained in a solution of 0.1 M PBS at
scan rate of 100 mV/s. There was a pair of well-defined redox
eaks in the potential range of −0.2 to 0.8 V, with the anodic
otentials of 225 mV and cathodic peak potentials of 84 mV.
scan rate of 100 mV/s: (a) the first cycle; (b) the second cycle; (c) the third cycle;
d) the sixth cycle; (e) cyclic voltammograms at a GC electrode (at 100 mV/s) in
.1 M pH 7.0 PBS after the GC electrode was scanned for 40 cycles in a solution
f 1.50 × 10−2 M K3Fe(CN)6 + 4 ml 1.5 M KCl in the potential range of −0.2
o 0.8 V. The scan rate is 50 mV/s.
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Fig. 3. SEM images of CeHCF film (A) and CeHCF/MWNT film (B) on the
glassy carbon electrode surface.
304 B. Fang et al. / Talan

f 4 ml 1.50 × 10−2 M K3Fe(CN)6 containing4 ml 1.5 M KCl as
upporting electrolyte at a scan rate of 100 mV/s. These results
ndicated that the redox peaks in curve a were due to the electro-
hemical reaction of deposited electrochemically on the surface
f GC electrode, not the Fe(CN)6

3−, which may be adsorbed
n the GC electrode surface as the electrode is cycled in the
reparation solution [3].

.2. Preparation of CeHCF/MWNT/GC electrode

However, CeHCF/GC was not absorbed strongly on the elec-
rode surface. A continuous CV experiment was carried out and
t was found from Fig. 2 (curve a → d) that the peak currents
ecreased gradually with the scan cycles. To improve the attach-
ent to electrode surface, we added the multi-walled carbon

anotube (MWNT) to the electrode.
Firstly, 1.0 mg of acid-treated MWNTs was dispersed in

0 ml of acetone with the aid of ultrasonic agitation to form
black suspension. Then, 20 �l of MWNT solution was cast

n the surface of a GC electrode, and the solvent acetone was
vaporated in the air to form an MWNT-modified (MWNT/GC)
lectrode. Lastly, the MWNT/GC electrode was used as work-
ng electrode in place of a bare glassy carbon to construct, and
ther conditions were the same as Section 3.1.

The resulted CeHCF/MWNT/GC electrode exhibited a high
tability. The following continuous CV experiment showed that
nly 3.1% loss of CV current was found after 15 successive
cans in PBS.

In this work, the morphology of CeHCF film and CeHCF/
WNT film on electrode surface were characterized by using

canning electron microscopy (SEM). Fig. 3 illustrated the
EM photographs of CeHCF film (A) and CeHCF/MWNT film
B). As shown in photograph A, the surface of the CeHCF
lm on the electrode surface is very smooth and uniform.
any multi-walled carbon nanotubes were observed on the
eHCF/MWNT/GC electrode surface, as shown in Fig. 3B.
he SEM pictures of CeHCF film and CeHCF/MWNT film
howed significant difference in the film morphology, which
uggested that the MWNTs were embedded into the CeHCF
lm. Carbon nanotubes, modified at the electrode, increased the
urface-to-volume ratio effectively and enhanced the electron-
ransfer reactions so as to fasten the rate of the polymerization
eaction of the CeHCF. At the same time, CeHCF was deposited
n the walls of the MWNTs, and linked with each other, which
nhanced the mechanical intensity and the electrical conduc-
ivity. Therefore the stability and sensitivity of the modified
lectrode improved.

.3. Electrochemical behavior of Trp at the
eHCF/MWNT/GC electrode

Fig. 4 exhibited the voltammograms of Trp. The direct oxi-

ation of Trp at an unmodified glassy carbon electrode showed a
road oxidation peak at 800 mV in pH 7.0 PBS (curve a). It could
e seen from Fig. 4 curve c that at CeHCF/MWNT/GC electrode
n pH 7.0 PBS the oxidation peak potential of Trp appeared at

Fig. 4. Cyclic voltammograms of 50 �M Trp at bare glassy carbon electrode
(a), MWNT/GC electrode (b), and CeHCF/MWNT/GC electrode (c) in 0.1 M
pH 7.0 PBS at a scan rate of 50 mV/s.
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Fig. 5. Amperometric detection of Trp by CeHCF/MWNT/GC electrode in
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Fig. 6. Differential pulse voltammetry at the modified electrode in pH 7.0
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.1 M pH 7.0 PBS, each addition of 2 mM (alternating current was measured
t constant potential of 0.20 V modulated with pulse 50 mV in time interval of
.5 s in a stirred system).

60 mV. The oxidation potential of Trp at CeHCF/MWNT/GC
lectrode shifted by about 240 mV toward the negative values
ompared with that at a bare GC electrode. When the multi-
alled carbon nanotube modified electrode was used to detect

he Trp, only 60 mV negatively peak shift was received (seen in
ig. 4 curve b). This suggested that CeHF was a dominating par-

icipator in the electrocatalytic activity of Trp. In addition, the
ependence of voltammetric response of CeHCF/MWNT/GC
lectrode on the Trp concentrations showed that with the addi-
ion of Trp, there was an enhancement in the anodic current, so
he electrocatalytic activity of the modified electrode could be
pplied to the determination of Trp.

To optimize the electrocatalytic response of the CeHCF/
WNT/GC electrode for Trp oxidation, the pH effect was stud-

ed between pH 4.0 and 9.0. It showed that the largest oxidation
eak current of Trp was obtained at pH 7.0 PBS. Hence, the
olution pH of 7.0 was selected in the following experiments.

.4. Determination of Trp

In order to test the response of CeHCF/MWNT/GC elec-
rode for Trp, the amperometric experiments were carried out

nd the results were shown in Fig. 5. The current signal of the
eHCF/MWNT/GC electrode was proportional to the concen-

ration from 2.0 × 10−7 to 1.0 × 10−4 M. The linear regression
quation is Ip (�A) = 0.4948–0.4447C (�M), with a correlation

m
a
l
d

able 1
esults for determinations of trp in pharmaceutical samples

amples Labeled values (g l−1) Found (mg l−1) (n = 10)

0.900 0.921
0.900 0.918
0.900 0.896
0.900 0.892
0.900 0.911

amples were obtained form Guangzhou Green Cross Pharmaceutical Corporation.
a Uncertainty budget was described as ±ts/

√
n (n = 10, t0.01,9 = 3.25).
BS: (a) 5.0 × 10−6 M Trp; (b) 5.0 × 10−6 M Trp + 5.0 × 10−5 M Tyr; (a′)
.0 × 10−5 M Trp; (b′) 1.0 × 10−5 M Trp + 1.0 × 10−4 M Tyr. Amplitude:
0 mV; pulse width: 50 ms; pulse period: 200 ms; sensitivity: 1.0 × 10−5 A/V.

oefficient r = −0.9971. The response time (time for the signal
ncrease from 10 to 75%) in the amperometric mode was less
han 0.95 s. The detection limit (S/N = 3) was estimated to be
.0 × 10−8 M.

.5. Interference study

Tyrosine (Tyr) coexists with Trp in human and herbivores
odied. Fig. 6 illustrated differential pulse voltammograms
btained at the modified electrode. While simultaneously vary-
ng the concentration of both Trp and Tyr, the anodic peak current
ncreased, respectively. The fact that the peak current of Trp at
he CeHCF/MWNT/GC electrode in the absence and presence
f Tyr was about the same, showing Tyr did not influence the
easurement of Trp.
We also studied the interference effects of 18 amino acids for

etermination of Trp. The results showed that none (100 times
ontent) of 18 amino acids interfered with the determination of
rp.

.6. Determination of Trp in pharmaceutical samples

In order to test the reliability of this method, the proposed

ethod was applied to detect the concentration of tryptophan in

mino acid injection. The determination was performed as fol-
ows: the amino acid injection was firstly from 1.0 to 10.0 ml with
ouble distilled water. One hundred microliters of the diluted

R.S.D. (%) (n = 10) Recovery (%) Uncertainty budgeta

3.8 102.3 ±0.036
3.6 102.0 ±0.034
2.6 99.55 ±0.024
2.2 99.11 ±0.020
3.2 101.2 ±0.030
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ample was diluted again to 10 ml with pH 7.0 PBS and then
ransferred to an electrolysis cell. The solution was purged with
urified nitrogen for 5 min to remove oxygen, and then a three-
lectrode system was placed into the solution. The injection of
rp was analysed by the standard addition method. The results
re given in Table 1. The results were satisfactory, suggesting
hat the proposed method could be used for the determination of
rp in injection.

.7. The repeatability and stability of the
eHCF/MWNT/GC electrode

The modified electrode exhibited a high stability. The rel-
tive standard deviation (R.S.D.) of six successive scans was
.6% for 5.0 × 10−6 M Trp. And whenever it was placed in
hosphate buffer, only 3.2% loss of DPV current was found even
fter 1 week. The reproducibility of six independently fabricated
lectrodes showed a satisfactory value of 2.1% (R.S.D.).

. Conclusion

The CeHCF and MWNTs were modified onto the glassy
arbon electrode to fabricate the modified electrode. It pro-
ided a good example of applying the good catalysis of rare
arth to electrochemistry. Electrocatalytic oxidation of Trp at
he CeHCF/MWNT/GC electrode was studied. The CeHCF/

WNT/GC electrode could be used to detect tryptophan with-
ut interference. And it has been applied to the determination of
ryptophan in pharmaceutical samples with satisfactory results.
he reliability and stability of the CeHCF/MWNT/GC electrode
ffered a good possibility for applying the technique to routine
nalysis of tryptophan in clinical use.
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bstract

A newly synthesized alkyl phosphinic acid resin (APAR) was used for on-line preconcentration of trace rare earth elements (REES, lanthanides
ncluding yttrium) and then determined by inductively coupled plasma mass spectrometry. REEs in seawater could be on-line concentrated on the
PAR packed column (4.6 mm i.d. × 50 mm in length), and eluted from the column with 0.5 mL 0.1 mol L−1 nitric acid within 30 s. An enrichment
actor of nearly 400 was achieved for all REEs when the seawater sample volume was 200 mL, while the matrix and coexisting spectrally interfering
ons such as barium, tin and antimony could be simultaneously separated. The detection limits of this proposed method for REEs were in the
ange from 1.43 pg L−1 of holmium to 12.7 pg L−1 of lanthanum. The recoveries of REEs were higher than 97.9%, and the precision of the relative
tandard deviation (R.S.D., n = 6) was less than 5%. The method has been applied to the determination of soluble REEs in seawater.

2007 Elsevier B.V. All rights reserved.
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. Introduction

Rare earth elements (REEs) have been widely used as
icro-additives in functional materials, catalysts, medicines and

osmetics as well as fertilizers (especially in China) in recent
ears [1], resulting in a potential risk to the environment [2,3].
nformation concerning REEs’ concentration and their relative
istribution in seawater is very important for environment sci-
nce and marine geochemistry. Due to the low concentrations of
EEs, normally at nanogram level in seawater, either preconcen-

ration methods or advanced analytical techniques are required
or their detection [4]. Neutron activation analysis [5,6] and iso-

ope dilution mass spectroscopy [7–10] were early choices for
etermination of ultra-trace REEs in seawater. Over the last 20
ears inductively coupled plasma mass spectrometry (ICP-MS),

∗ Corresponding author at: Department of Chemistry & The MOE Key Labo-
atory of Modern Analytical Sciences, College of Chemistry and Chemical Engi-
eering, Xiamen University, Xiamen 361005, China. Tel.: +86 592 218 1796;
ax: +86 592 218 1796.
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hich was developed as a powerful tool for the determination
f trace elements, has especially benefited the determination
f REEs by providing excellent multi-element detection capa-
ility with high sensitivity and wide dynamic range. This has
llowed direct determination of trace REEs. Nevertheless, the
irect determination of REEs in seawater with ICP-MS is still
challenge owing to the remarkable matrix effect and potential

pectral interference from some coexisting elements. In sea-
ater, the concentrations of the matrix ions such as sodium,
agnesium, potassium and calcium range from 0.4 to 11 g kg−1

11]. Such a high salt content in seawater causes instrumental
rift, signal suppression and clogging of the sample introduction
ystem of the instrument. On the other hand, some coexisting
lements in seawater such as barium (Ba), tin (Sn) and antimony
Sb) possibly bring serious spectral interference with the deter-
ination of europium (Eu), lanthanum (La) and cerium (Ce)

y producing oxide ions and hydroxide ions during ICP ioniza-

ion [12], for example, 134BaOH/136BaOH and 135BaO/137BaO
an interfere with 151Eu/153Eu, 137BaOH/138BaOH and 138BaO
ith 154Gd/155Gd; 123SbO with 139La, and 124SnO with 140Ce.
esides preconcentration of REEs, rapid separation of the matrix
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s thus necessary for reducing the matrix effect and spectral inter-
erence. Many preconcentration methods have been used such as
olvent extraction [13,14], coprecipitation with iron hydroxide
8,15,16], ion exchange with chelating resin [4,17–21], 2-
thylhexylphosphonic acid mono-(2-ethylhexyl) ester levextrel
esin [22,23], chelating fiber [24,25] and nanometer-sized
itanium dioxide [26]. However, these previously developed
ystems still have their respective limitations in practice.
oprecipitation and solvent extraction methods involve much
anipulation and additional separation steps and are somewhat

ifficult to be used in a flowing system. Chelation with Chelex-
00 resin requires the removal of Ca2+ and Mg2+ before elution
f REEs. The extractant loaded in the levextrel resin may grad-
ally be lost during elution.

On-line preconcentration method coupled with flame atomic
bsorption spectrometry [27], electrothermal atomic absorption
pectrometry [28,29], atomic fluorescence spectrometry [30],
nductively coupled plasma atomic emission spectrometry
31,32] and ICP-MS [18–20] have been widely applied for deter-
ining trace elements. In this study, a chemical boned alkyl

hosphinic acid resin (APAR) was novelly synthesized. It was
sed to pack a short column for on-line preconcentration of REEs
nd separation of matrix as well as coexisting metals before
CP-MS determination. The optimum experimental conditions
ere established based on systematic studies, and the proposed
ethod was successfully applied to the determination of trace
EEs in the coastal seawater around Xiamen Island.

. Experimental

.1. Apparatus and reagents

A Perkin-Elmer ELAN DRC II ICP-MS (Sciex, Canada) was
sed throughout for determination of REEs. The operating con-
itions are summarized in Table 1. The eluant was pumped by
quaternary gradient pump of a Shimadzu LC-2010 system

Kyoto, Japan). The seawater samples were pumped by an YSB-
II isocratic pump (Shanghai Institute of Atomic Nucleus of
AS, Shanghai, China). The pH measurements of all solutions

ere performed using a Mettler Toledo Delta 320 pH meter

Mettler-Toledo instruments Co. Ltd., Shanghai, China).
All solutions used were prepared with ultra pure water (UPW)

roduced by a high-pressure reverse osmosis water purification

able 1
peration conditions for ICP-MS

F power 1150 kW
lasma gas (Ar) flow rate 16 L min−1

uxiliary gas flow rate 1.2 L min−1

ebulizer gas flow rate 0.93 L min−1

ample uptake rate 1 mL min−1

ampler (nickel) orifice 1.1 mm
kimmer (nickel) orifice 0.9 mm
ata acquisition mode Chromera
elected isotope 89Y, 139La, 140Ce, 141Pr, 146Nd, 147Sm,

151Eu, 157Gd, 159Tb, 162Dy, 165Ho, 166Er,
169Tm, 174Yb, 175Lu

c
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Fig. 1. Synthesis of alkyl phosphinic acid resin.

ystem (18 M�, Pen-Tung Sah Micro-Electro-Mechanical
ystems Research Center of Xiamen University, China). All
eagents used in this work were of the highest purity available
nd at least of analytical grade. The nitric acid solution was
btained by diluting concentrated nitric acid (G. R., Sinopharm
hemical Reagent Co. Ltd., Shanghai, China) with UPW. REE

tock solution of 1000 mg L−1 was prepared by dissolving the
orresponding REE oxide (purity > 99.9999%, Changchun Insti-
ute of Applied Chemistry of CAS, Changchun, China) in 1:1
itric acid by gently heating to near dryness and diluting to the
equired concentration with UPW. Working solutions of mixed
EEs were prepared by mixing and stepwise diluting the stock

olutions with UPW. The pH of the solution was adjusted with
iluted nitric acid or ammonium acetate buffer.

.2. Synthesis of the APAR and preparation of the column

The APAR was synthesized by sequential reactions of a
hloromethylation, a phosphorylation and an acid catalyzed
ydrolytic reaction on styrene-divinylbenzene copolymer beads
diameter: 8 �m, crosslinking degree: 10%, H&E, China). The
rocedures of the APAR synthesis are presented in Fig. 1.
hloromethylation of the styrene–divinylbenzene copolymer
eads was carried out in a three-necked flask with the reactant
ixture of methylal, sulfuric chloride and anhydrous zinc

hloride as catalyst at 80 ◦C for 16 h. After chloromethylation
he polymer beads were filtered out and were washed with
nhydrous aether, and then were sealed in a round flask for
ext-step use. Grignard reagent was prepared by the Grignard
eaction of bromoethane and magnesium chips in aether. The

ynthesized Grignard reagent was diluted by aether and added
ropwise into phosphorus trichloride in aether for alkylation
f phosphorus trichloride. After the alkylation of phosphorus
richloride, resulted yellow solid was filtered off, and the liquid
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Fig. 3. Log–log plot of pH against log Dα: D is the distribution ratio of
REE and defined as D = [(C0 − C)/C][Vaq/ms], where C0 and C are the
initial concentration and equilibrium concentration of REE (�g mL−1),
respectively; Vaq the volume of aqueous phase (mL), and ms is the mass of
the APAR. α is the side reaction coefficient of REE, and can be calculated
by α= 1 +β1[L] +β2[L]2 +· · ·,where L indicates ClCH2COOH or CH3COOH
in buffer solutions, β1 and β2 are the successive stability constants of
REE–L complexes, respectively. logβ1 La-HAc, 2.02; logβ2 La-HAc, 2.36;
logβ , 2.03; logβ , 2.87; logβ , 2.16; logβ ,
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hase was dropped into excessive ethanol at the presence of
riethylamine as acid scavenger. After the alcoholysis was
ompleted, the liquid phase was filtered out from the white
riethylamine chloride, and was distilled to get the phosphite
ster intermediate product. An amount of metallic sodium was
issolved in a mixture of the phosphite ester and dioxane,
nd then the mixture was poured into a round flask containing
he synthesized chloromethyl copolymer beads. After 4 h of
efluxing and stirring, the polymer beads were filtered out and
ollowed by refluxing with 1:1 hydrochloric acid for acid cat-
lytic hydrolysis. After 16 h hydrolysis, the resulted APAR was
ltered out and sequentially washed with UPW, aether, ethanol
nd a large volume of UPW. It was characterized by Nicolet
T-IR (Madison, USA) as νmax/cm−1 1162 (P O) and 937νs
P–OH) (KBr) and 400 MHz Varian NMR (Fort Collins, USA)
s 31P NMR δP 64.12 ppm (CDCl3; Me4Si). The column was
repared by packing 0.5 g APAR into a 4.6 mm i.d. × 50 mm
n length IT Modular stainless steel column (Isolation Tech-
ologies Inc., Hopedail, USA). The adsorption capacity of the
olumn for each REE was measured using the bath method [33].

.3. Sample preparation

Seawater samples were collected at the south coast of Xia-
en Island (24◦25′′E, 118◦08′′N). Samples were adjusted to

H 6.0 by adding an appropriate amount of 1% nitric acid, and
ltered through a membrane of pore size 0.45 �m to obtain solu-
le REEs, and then stocked in acid-cleaned polyethylene plastic
uckets at 4 ◦C before analysis.

.4. On-line preconcentration procedure

The instrumental configuration of on-line preconcentration
ystem is shown schematically in Fig. 2. A six-way valve was
sed to switch the flow path. Before sample loading, the six-way
alve was at position 1. The column was preconditioned with
PW at a flow rate of 1 mL min−1 for 1 min. Then, the sample
assed through the column for REEs preconcentration and/or
atrix and coexisting metals separation. In the elution step, the

ix-way valve was switched to position 2. After washing with
mL of UPW, the REEs retained on the column was eluted with
.1 mol L−1 of nitric acid and directly introduced into the ICP-
S for determination. After the determination, a 0.2 mol L−1
itric acid solution and then a dilute EDTA-Na2 solution were
assed through the column to strip the metal ions that strongly
dsorbed on the resin, for example, Sc(III), Hg(II), U(VI) and
h(IV).

ig. 2. Schematic diagram of on-line preconcentration and separation system:
alve position 1, sample loading; valve position 2, elution and rinse.
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1 La-HAcCl 2 La-HAcCl 1 Gd-HAc 2 Gd-HAc

.76; logβ1 Gd-HAcCl, 2.06; logβ2 Gd-HAcCl, 3.10; logβ1 Lu-HAc, 2.05;
ogβ2 Lu-HAc, 3.69; logβ1 Lu-HAcCl, 2.09; logβ2 Lu-HAcCl, 3.37.

. Results and discussion

.1. Possible mechanism of the adsorption of REEs on the
PAR

Our previous studies showed that alkyl phosphinic acid
emonstrated good selectivity in the extraction of REEs and
ome other metals [33–36]. The adsorption mechanism of REEs
n the APAR is supposed to be similar to the extraction mech-
nism of REEs with bis(1,1,3,3-tetramethylbutyl) phosphinic
cid (HMBP). REE can substitute the active hydrogen of the
ydroxyl in the phosphinic acid group and follow an ion-
xchange mechanism. On the other hand, the oxygen of P O
roup in the phosphinic acid is an electron donor which is easy
o give its lone paired electron to REE ion through complex-
tion. Nevertheless, there is something different between the
dsorption mechanism of the APAR and that of liquid HMBP
xtractant. In nonpolar solvent, HMBP can form a dimer by
ydrogen bond. REE can exchange three H+ of the three dimers.
he molecular ratio of REE to HMBP resulted in 1:6 [33]. How-
ver, the alkyl phosphinic acid was chemically bonded on the
esin framework in the APAR. It is difficult to form dimer in
his case. The result of log–log plot analysis indicated that the
nteraction between REE and the phosphinic acid on the resin

ainly through a cation-exchange mechanism shown in Fig. 3
ndicating a slope of 1 when La, Gd and Lu were set as exam-
les of REEs. Moreover, the phosphinic acid functional group
as chemically linked to the benzene ring on the resin matrix

ia a methylene in the APAR. This methylene not only reduced
he inductive effect from the aromatic ring resulting in higher
lectron density on the oxygen atoms of the functional groups,
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Fig. 5. The elution profile of La by different concentration of HNO : La con-
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ig. 4. Effect of pH on the recovery (%) of REEs on the column: concen-
ration of REE each, 1.0 �g L−1; sample volume, 10 mL; sampling flow rate,
.0 mL min−1; elution time, 0.5 min.

ut also acted as “elbow” leading to a more flexible and kinetic
bility of the bonded phosphinic acid. Therefore, the adsorption
nd/or desorption processes are more rapidly. The chemically
onded functional group was very stable, so the column had a
ong operating life.

.1.1. Optimization of preconcentration and elution
onditions

The effect of the sample acidity on recoveries of REEs by
he APAR was studied. The pH values of the sample solutions
ere adjusted over a range of 1–7 prior to on-line preconcen-

ration and ICP-MS determination. Results are shown in Fig. 4.
he retention behaviors of REEs on the APAR were obviously
ependent on acidity. It can be seen that all REEs were adsorbed
oorly when the pH of the sample was lower than 2. In the range
H 2–5, yttrium and light REEs from La to Gd were quanti-
atively absorbed on APAR, while heavy REEs from Tb to Lu
ere still poorly recovered. When the pH value of the sample
as higher than 6, the recoveries of all REEs were quantitative.
his result implies that seawater samples (normally pH > 7) can
e directly passed through the column for REEs concentration
ust after simply filtration. On the other hand, as can be seen
rom Fig. 4 that the adsorption of REEs on the APAR column
as poorly under high acidity, hence, mineral acids such as nitric

cid could be used as an eluant. Various concentrations of nitric
cid were tested for eluting REEs from the column. The elu-
ion time and peak width of elution profile of REEs increased
long with the decrease in the concentration of nitric acid used.
he elution profile of La from the column by nitric acid ranging

rom 0.01 to 0.1 mol L−1 is shown in Fig. 5. La as an exam-
le can be completely eluted from the column by 0.1 mol L−1

itric acid within 30 s. Increasing the concentration of nitric acid
igher than 0.1 mol L−1 did not benefit the elution efficiency,
ut led to the increase of the blank value. The effects of nitric
cid concentration upon the elution of yttrium and other lan-
hanides on the column are similar to La as shown in Fig. 5

nd the eluent volume of 0.5 mL was sufficient to quantitatively
lute them. Such a small elution volume makes it possible to use
elatively smaller sample volume to achieve a high enrichment
actor. The effect of eluting flow rate was also studied. But it

Y
1
r
t

3

entration, 1.0 ng L−1; sample flow rate, 2 mL min−1; sample volume, 10 mL;
NO3 flow rate, 1 mL min−1.

ad no obvious effect on the recoveries of REEs in the range
.5–2.0 mL min−1; 1.0 mL min−1 was thus adopted to suit the
ampling rate requirement for ICP-MS.

Besides, the effects of the sample flow rate and volume on
he preconcentration efficiencies of REEs were also tested in the
ange from 0.5 to 3.5 mL min−1 and from 10 to 200 mL, respec-
ively. Results obtained indicated that all REEs were recovered
uantitatively (>97%) at the flow rate up to 2.0 mL min−1 and in
he whole range of volume tested. Considering that the concen-
rations of REEs in seawater are extremely low, a larger sample
olume was beneficial to get a bigger enrichment factor. It was
esirable to pump the sample as fast as possible to shorten the
nalysis time. Thus, a flow rate of 2.0 mL min−1 was used as the
ptimum flow rate.

As mentioned above, the REEs adsorbed on column can be
uantitatively eluted by 0.5 mL of 0.1 mol L−1 nitric acid, and
n enrichment factor of nearly 400 was achievable for all REEs
hen the sample volume was 200 mL. In order to shorten the

nalysis time, a sample volume of 60 mL was adopted for the
reconcentration of REEs in seawater. It should be noted that
he sampling is 30 min even a sample volume of 60 mL was
dopted at a flow rate of 2.0 mL min−1. Indeed, this problem can
e overcome by using an array of columns up to 12 or more with
ne or two multichannel switches in the on-line preconcentration
ystem. The sampling frequency can also be greatly improved.

.1.2. Column capacity
The adsorption capacity of the column for each REE was

easured using the bath method. 100 mg APAR was equili-
rated by shaking for 2 h in the solution containing excess REE
100 mg L−1, 10 mL) at pH 6.0. The APAR was then filtered and
he concentration of REE in the aqueous phase was determined
sing arsenazo III spectrophotometry [33]. The column capac-
ties for Y, La, Ce, Pr, Nd, Sm, Eu, Gd, Tb, Dy, Ho, Er, Tm,
b, and Lu were found to be 15.7, 14.3, 14.4, 14.3, 14.0, 13.9,

4.1, 13.9, 13.8, 13.7, 13.4, 13.2, 13.4, 13.1 and 13.5 �mol g−1,
espectively. These are sufficient for the preconcentration of
race REEs in seawater.
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Table 2
Separation of the major matrix and interfering ionsa

Coexisting element Concentration in
sample (�g L−1)

Concentration in
eluent (�g L−1)b

Na+ (NaCl) 1 × 107 350 ± 40
Mg2+(MgCl2) 2 × 106 86 ± 10
K+ (KCl) 5 × 105 120 ± 20
Ca2+ (CaCl2) 5 × 105 100 ± 10
Ba2+ 10 0.046 ± 0.0001
Sn2+ 1 0.015 ± 0.0001
Sb3+ 1 0.036 ± 0.0001

a Sample volume, 10 mL; sample flow rate, 2.0 mL min−1; eluant, 0.1 mol L−1

HNO3; elution time, 0.5 min.
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b The concentration of matrix in the eluent was determined by the semi-
uantitative mode of ICP-MS; n = 3.

.2. Separation of the matrix and elimination of spectral
nterference from some coexisting ions

The high salt content and presence of spectral interfering ions
n seawater result in an obvious matrix effect and spectral inter-
erence during direct determination of trace REEs in seawater
y ICP-MS. The separation of the major matrix and the spec-
rally interfering ions in seawater from REEs in seawater is thus
ecessary. Therefore, the effects of the major matrix and the
pectrally interfering ions on the recovery of REEs were stud-
ed. Synthetic seawater [37] containing REEs of totally 1 �g L−1

nd Na+, Mg2+, K+ and Ca2+ respectively of 10,000, 2000, 500
nd 500 mg L−1 as well as Ba2+, Sn2+ and Sb2+ respectively of
3.7, 0.15 and 1.48 ng L−1 was treated according to the proposed
reconcentration procedures. When REEs were retained on the
olumn under the optimum conditions, the matrix and the spec-
ral interfering ions flowed out of the column. The concentrations
f REEs, and the matrix ions and the spectrally interfering ions

n the eluent were determined by ICP-MS. The results listed in
able 2 indicated that the concentration of the matrix ions and

he spectrally interfering ions in the eluent were significantly

fi
a
w

able 3
erits of the APAR on-line preconcentration ICP-MS for determination of REEs

lement DL (ng L−1) MDL (pg L−1) DL/MDL Enrichm

0.47 6.49 72.4 398.4
a 2.37 12.7 186.6 398.0
e 1.19 6.93 171.7 396.8
r 0.44 1.90 231.6 396.4
d 2.22 10.8 205.5 394.0
m 2.21 10.4 212.5 393.2
u 0.69 1.72 401.2 391.3
d 1.47 6.08 241.8 388.1
b 1.10 3.33 330.3 386.6
y 1.91 4.04 472.8 385.8
o 0.58 1.43 405.6 384.3
r 0.48 2.10 228.6 382.7
m 0.93 2.96 314.2 381.6
b 2.20 4.84 454.5 378.9
u 0.08 1.44 55.6 377.8

a Calibration curve (y = kx + b). k: slope (cps/ng L−1); b: intercept (cps).
(2007) 1248–1254

ower, which is suitable for direct determination of trace REEs
y ICP-MS. The recoveries of REEs were acceptable (97–99%),
uggesting that the matrix and the spectrally interfering ions can
e separated effectively while REEs were concentrated on the
olumn.

The results obtained also suggested that the APAR could
dsorb other metals such as Al(III), Ga(III), Pb(II), Bi(III),
e(III), Co(II), Ni(II), Zn(II), Cd(II), Sc(III), Hg(II), U(VI) and
h(IV), besides REEs. However, these metals can be sepa-

ated from REEs when using 0.1 mol L−1 HNO3 as an eluant.
lthough there are some overlap with REEs, they did not inter-

ere the determination of REEs by ICP-MS. It should also be
oted that the elements such as Sc(III), Hg(II), U(VI) and Th(IV)
n seawater have stronger intensity to adsorb on the column, their
dsorption onto the column would occupy some active sites of
he resin. However, they could be eluted effectively out of the
olumn by 5 mL of 0.2 mol L−1 HNO3 and dilute EDTA-Na2,
espectively. Furthermore, considering the low concentrations
f coexisting absorbable elements in seawater compared with
he high column capacity, their adsorption on the column did not
nfluence remarkably on the recovery of REEs. Results obtained
ndicated that the column could be used for hundreds of replicate
reconcentration runs without any decrease in the recovery of
EEs.

.3. Method evaluation

The detection limit (DL) of ICP-MS and method detec-
ion limit (MDL) with on-line preconcentration were calculated
ased on three times of signal to noise ratio of the blank solu-
ion. The DLs of ICP-MS for REEs and the MDLs of the APAR
n-line preconcentration ICP-MS are shown in Table 3. The
DLs of REEs are much improved and low enough for accurate
cients of the calibration curves (from 0.01 to 100 ng L−1) for
ll REEs were greater than 0.999. The R.S.D.s (n = 6) of REEs
ere calculated based on the measured values of an artificial

ent factor R.S.D. (%) (n = 6) Calibration curvea

k b R2

4.3 24.78 21.31 0.9999
5.1 11.90 67.30 0.9997
4.8 17.11 120.02 0.9985
3.2 28.16 15.95 0.9999
3.4 10.58 25.48 0.9996
2.6 9.45 2.04 0.9999
3.1 18.42 −5.67 0.9999
2.0 8.76 6.29 0.9999
2.2 32.14 −3.74 0.9999
3.1 10.82 −3.54 0.9998
1.8 35.51 6.72 0.9999
1.6 19.19 142.60 0.9999
1.2 34.66 −12.19 0.9998
2.1 7.59 −3.86 0.9999
1.1 33.11 6.33 0.9999
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Fig. 6. Signals of 139La, 140Ce and 151Eu before and after on-line preconcen-
tration: direct determined by ICP-MS (—); determined by ICP-MS after the
APAR on-line preconcentration ( ); sample volume, 60 mL seawater; sam-
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Fig. 7. Comparison of REEs concentration in seawater obtained by the present
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le flow rate, 2 mL min−1; HNO3 concentration, 0.1 mL min−1; HNO3 flow rate,
mL min−1. (For interpretation of the references to color in this figure legend,

he reader is referred to the web version of the article.)

eawater containing 1 �g L−1 mixed REEs were smaller than
%. The comparison of the signals of direct determination and
hose after on-line preconcentration of real seawater for La, Ce
nd Eu are also shown in Fig. 6. Obviously, the signals are
emarkably enhanced.

.4. Analytical application

The established integrated method was applied to determine
oluble REEs in Xiamen coastal seawater. The sample volume
f seawater is 60 mL. Since there was no available certified refer-
nce material on hand, trace amount of standard REE ions were
piked into the seawater sample before the preconcentration and
etermination. The results are given in Table 4. The recover-
es of spikes are within 97.9–99.9%. A comparison between the

ata obtained by this method and those reported in the literature
14,22,24] is presented in Fig. 7, and reasonable agreement was
chieved. The chondrite normalized distributions of REEs [38]

able 4
oncentrations of REEs in seawater (n = 6)a

lement Determined
(ng L−1)

Added
(ng L−1)

Totally founded
(ng L−1)

Recovery
(%)

16.90 1.0 17.88 98.0
a 12.35 1.0 13.34 99.2
e 9.19 1.0 10.19 99.9
r 0.46 1.0 1.46 99.6
d 2.92 1.0 3.90 97.9
m 0.60 1.0 1.59 99.3
u 0.13 1.0 1.11 97.9
d 0.44 1.0 1.43 99.8
b 0.35 1.0 1.33 97.9
y 0.45 1.0 1.44 99.4
o 0.20 1.0 1.19 98.9
r 0.75 1.0 1.74 98.8
m 0.15 1.0 1.14 99.3
b 0.75 1.0 1.73 98.7
u 0.16 1.0 1.16 99.3

a Collected at 24◦25′′E, 118◦08′′N, the south coast of Xiamen Island.

e
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f
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N
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R

ethod with those reported in the literature and the chondrite normalization
attern for REEs in Xiamen seawater: (a) present method; (b) Ref. [22]; (c) Ref.
24]; (d) Ref. [14].

n seawater shown in Fig. 7 also indicated the obvious positive
nomaly of La, Ce and Tb. The positive anomaly of La, Ce and
b may be caused by human activities in the southern and south-
astern parts of China, especially the use of REE fertilizers in
he field.

. Conclusion

In this work, a novel chemical bonded APAR was syn-
hesized. The APAR packed column was successfully used
or on-line preconcentration of trace REEs and separation of
he matrix and spectrally interfering metals in seawater prior
o accurate ICP-MS determination. Chemically bonded alkyl
hosphinic acid on styrene-divinylbenzene copolymer beads is
ffective and quite stable, and can be used for multiple rep-
tition of preconcentration and elution. The developed method
rovides an attractive alternative for sensitive and accurate deter-
ination of trace REEs in seawater, and is expected to be useful

or environment science and marine geochemistry studies in the
uture.
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bstract

A method using an on-line solid phase extraction (SPE) and liquid chromatography with electrospray-tandem mass spectrometry (LC–ES-
S/MS) for the determination of flunitrazepam (FM2) and 7-aminoflunitrazepam (7-aminoFM2) in urine was developed. A mixed mode Oasis
LB SPE cartridge column was utilized for on-line extraction. A reversed phase C18 LC column was employed for LC separation and MS/MS was
sed for detection. Sample extraction, clean-up and elution were performed automatically and controlled by a six-port valve. Recoveries ranging
rom 94.8 to 101.3% were measured. For both 7-aminoFM2 and FM2, dual linear ranges were determined from 20 to 200 and 200–2000 ng/ml,

espectively. The detection limit for each analyte based on a signal-to-noise ratio of 3 ranged from 1 to 3 ng/ml. The intra-day and inter-day precision
howed coefficients of variance (CV) ranging from 4.6 to 8.5 and 2.6–9.2%, respectively. The applicability of this newly developed method was
xamined by analyzing several urine samples.

2007 Elsevier B.V. All rights reserved.
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. Introduction

Flunitrazepam (FM2) is a fluorinated derivative of 1,4-
enzodiazepine and used as a hypnotic and anesthetic induction
gent. FM2 is a potent drug with detection difficulty owing to its
herapeutically effectiveness at low dose. 7-Aminoflunitrazepam
7-aminoFM2) is the major urinary metabolite of FM2. The
tructures of 7-aminoFM2 and FM2 are shown in Fig. 1. Due
o low dosage and rigorous biotransformation, the concentra-
ions of FM2 and its metabolites found in urine are very low.
t has been reported that 7-aminoFM2 concentration reached
0–200 �g/L within 6–24 h after a single 2 mg oral dose [1–3].
n the past few years, the number of illegal user of FM2 has
ncreased dramatically in Taiwan. Urine sample analysis is most

ommonly applied to drug abused inspection. Therefore, a sen-
itive and accurate analytical method to measure FM2 and its
ajor metabolite, 7-aminoFM2, in urine is needed.

∗ Corresponding author. Tel.: +886 2 28819471x6821; fax: +886 2 28812685.
E-mail address: msfuh@mail.scu.edu.tw (M.-R. Fuh).

M
o
p
a
t
p
m

039-9140/$ – see front matter © 2007 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2007.01.040
iquid chromatography–electrospray-tandem mass spectrometry

Various analytical methods for the measurement of FM2
nd 7-aminoFM2 have been reported, including immunoassay,
as chromatography-mass spectrometry (GC–MS), high perfor-
ance liquid chromatography (HPLC) with UV, fluorescence

nd electrochemical detection [4–10]. The lack of specificity
nd sensitivity of immunoassay as well as LC-UV methods limit
heir application. GC–MS is an excellent method that provides
nambiguous identification of compounds with good sensitiv-
ty; however, time-consuming derivatization prior to analysis is
equired.

LC–electrospray (ES)-MS has emerged as a sensitive
nd selective analytical method in drug analysis [11–16].
andem-MS further improves the specificity and sensitivity of
etection. For the analysis of biological samples by LC–ES-
S, severe matrix effect and ion suppression effect are often

bserved [17–20]. Thus, an effective sample pre-treatment
rocedure which removes interfering endogenous components

nd pre-concentrates the analytical compounds is often needed
o improve sensitivity. Some off-line sample preparation
rocedures, such as, liquid–liquid extraction, solid phase
icro extraction, and solid phase extraction (SPE), have been
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Fig. 1. Chemical struct

mployed for the measurement of these compounds [21–25].
or the analysis of FM2 and 7-aminoFM2 in biological fluids,

iquid–liquid extraction and solid phase extraction are the most
ommonly used sample pre-treatment methods. They provide
xcellent sensitivity; however, both techniques require laborious
lean-up, evaporation and concentration procedures. Moreover,
hese methods often require additional instrumentation to be
utomated.

This paper describes the development and validation of an
utomated on-line SPE LC–ES-tandem MS method for the anal-
sis of FM2 and 7-aminoFM2 for drug abused urine sample
easurement. Diluted urine sample was injected into an on-line
PE column directly for on-line extraction and LC–ES-MS/MS
easurement. Sample extraction, clean-up and elution were

erformed automatically and controlled by a six-port valve.
his newly developed method is simple, selective, sensitive and

eproducible and is validated for the analysis of urine samples
rom FM2 drug abused suspects.

. Experimental

.1. Chemicals

Purified water was from a Milli-Q system from Millipore
orp. (Bedford, MA, USA). HPLC grade acetonitrile and
ethanol (Milinckrodt Baker, Paris, KY, USA), were used.
cetic acid was purchased from Riedel-de Haen AG, Germany.
mmonium hydroxide and ethyl acetate were obtained form

.T. Baker (Phillipsburg, NJ, USA). FM2, 7-aminoFM2, and d4-
-desmethylflunitrazepam were from Cerilliant Corp. (Austin,
X, USA).

.2. Preparation of standard solutions

Stock solutions (100 �g/ml) of FM2, 7-aminoFM2 and inter-
al standard (d4-N-desmethylflunitrazepam) were prepared in
ethanol. All solutions were kept in a refrigerator (4 ◦C) when

ot in use. Spiked urine standard solutions were prepared by
piking appropriate amounts of each analytical component and

nternal standard (75 ng/ml) into 2 ml of drug-free urine. The
tandard curve range was 20–2000 ng/ml for both analytes.
rug-free urines collected from five healthy volunteers were
sed for method development and preparation of calibrators.

S
a
n
o

analytical compound.

.3. Equipment

An HP1100 LC system (Hewlett-Packard Co., Palo Alto,
A, USA) consisting of a quaternary pump, an on-line degaser,
n autosampler, and a six-port autoswitch valve was used. An
asis HLB extraction column (2.1 mm × 20 mm, 25 �m, Waters
orp., Milford, MA, USA) was utilized for on-line extraction.
symmetry shield RP18 column (2.1 mm × 30 mm, 3.5 �m,

aters Corp.) was used for LC separation.
Mass spectrometric detection was performed using an Agi-

ent series LC/MSD trap SL instrument equipped with an
lectrospray ionization source that was operated in the posi-
ive mode with the spray voltage set at −3.5 kV. The capillary
xit voltage was set at 130 V. Agilent 1100 series LC/MSD
rap software (version 4.0) was utilized for system control, data
cquisition and data analysis. Heated N2 gas (350 ◦C, 10 l/min)
as used to evaporate solvent from the electrospray chamber,

nd compressed N2 gas (50 psi) was used for nebulization. A
econd autoswitch valve was utilized to divert eluent from LC
olumn to ES-tandem MS or waste. Multiple reaction mon-
toring (MRM) was employed for quantitative measurement.
he isolation width for precursor ions was 2. The settings

or the MRM were: FM2, m/z 314 → 300, 286 and 268; 7-
minoFM2, m/z 284 → 264, 163 and 135; d4-N-desmethylFM2,
/z 304 → 290 and 258. MS/MS data acquisition was performed
nder the following conditions: normal scan speed, m/z range
0–400, ion charge control (ICC) target 30,000 and maximum
ccumulation time 300 ms.

.4. On-line sample preparation and LC separation

Each urine sample (2 ml) was diluted with 2 ml of acetonitrile.
he mixture was vortexed for 3 min and centrifuged for 5 min
t 1500 × g. A 10 �l of aliquot of supernatant fluid was used
or analysis. Prior to extraction, the HLB extraction column was
quilibrated with 1.5% (v/v) of ammonium hydroxide at a flow
ate of 1 ml/min for 2 min, with the system in the “extraction”
onfiguration shown in Fig. 2a. Table 1 is the summary of the
ime program for extraction, washing and elution of the on-line

PE LC system. Urine samples were injected by autosampler,
nd carried onto the HLB extraction column by 1.5% ammo-
ium hydroxide solution at a flow rate of 1 ml/min. The analytes
f interest were retained on the SPE column while the urine
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Fig. 2. Configuration of on-line SPE LC–ES-M

atrix was washed to waste. The extracted components were
rst washed by a 1.5% ammonium hydroxide/methanol (75/25,
/v) mixture and then by acetonitrile/water (5/95, v/v) mixture.
t 6.1 min after sample injection, a gradient elution (at the flow

ate of 0.4 ml/min) was employed to separate the analytical com-

ounds. Simultaneously, the system was turned to the “analysis”
onfiguration (shown in Fig. 2b), and the analytical compounds
ere delivered to the LC/ES/tandem MS instrument for mea-

urement. After the gradient elution (at 13.1 min), both SPE and

s
c
a
s

able 1
ime program of extraction and LC separation (see experimental for detail)

ime (min) A (%) B (%)

0.0 100 0
1.0 100 0
1.1 0 100
4.0 0 100
4.1 0 0
6.0 0 0
6.1 0 0
8.5 0 0
3.0 0 0
3.1 0 0
8.0 0 0
8.1 0 0
0.0 0 0
0.1 100 0
2.0 100 0

, 1.5% NH4OH; B, 1.5% NH4OH/methanol (75/25, v/v); C, acetonitrile/H2O (5/95
: (a) extraction, (b) analysis, and (c) cleaning.

C columns were further cleaned with acetonitrile/water (95/5,
/v) mixture while the washing solution was delivered to waste
nstead of ES-tandem MS (shown in Fig. 2c). After the clean-
ng procedure, the SPE and LC column was equilibrated with
he initial gradient elution solvent for 2 min. At 20.1 min after

ample injection, the switch valve was turned back to extraction
onfiguration. The SPE column was re-equilibrated with 1.5%
mmonium hydroxide for 2 min and was then ready for next
ample injection.

C (%) D (%) Flow rate (ml/min)

0 0 1.0
0 0 1.0
0 0 1.0
0 0 1.0

100 0 1.0
100 0 1.0
65 35 0.4
65 35 0.4
0 100 0.4
0 100 0.6
0 100 0.6

65 35 0.6
65 35 0.6
0 0 1.0
0 0 1.0

, v/v); D, acetonitrile/H2O (95/5, v/v).
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.5. Investigation of ion suppression effect

A post-column infusion system used in this study is a modifi-
ation of previously reported configuration [26]. Ion suppression
ffect of this newly developed method was evaluated by injecting
lank human urine samples from five volunteers into the on-line
PE LC–ES-MS/MS while a mixture of FM2 and 7-aminnoFM2
100 ng/ml each) in acetonitrile/water (50/50, v/v) was con-
inuously infused in parallel at 20 �l/min through a PEEK
ee-junction (Upchurch Scientific, Oak Harbor, WA, USA) by a
yringe pump (Harvard Apparatus, South Natick, MA, USA).

. Results and discussion

.1. ES-MS and ES-MS/MS analysis

The ES with positive mode was used for the detection. The
oncentration of 100 ng/ml of each analytical compound was
sed in this study with flow injection. In ES-MS measurement,
roton adduct ion [M + H]+ was obtained as base ion for analytes
nd internal standard. In ES-MS/MS determination, [M + H]+

on of each component was used as the precursor ion. The
andem MS fragmentations of the analytical compounds were
omplicated and similar to the results from atmospheric pressure
hemical ionization-tandem MS; however, there was no assign-
ent of these ions reported [21]. The tentative assignments

f characteristic ESI-MS/MS fragment ions are summarized in
able 2.

.2. Optimization of on-line SPE LC separation
A mixed mode SPE column packed porous polymer with both
ydrophilic and lipophilic functions was utilized as a trapping
olumn. The loading solution, washing solution and elution solu-
ion for on-line SPE LC separation were evaluated. For loading

able 2
S-MSa results for analytes and internal standards

ragmentation energy (V) MSa iona,b

-AminoFM2 1.30 [M + H]+ (284),
[M + H–HF]+ (264),
[M + H–CO]+ (256),
[M + H–CO–HF]+ (236),
[M + H–CO–NCH3]+ (227),
[M + H–C6H4F–CN]+ (163),
[M + H–C6H4F–CN–CH3]+

(148), [H3NC6H4NCO]+

(135)
M2 1.50 [M + H]+ (314),

[M + H–CH2]+ (300),
[M + H–CO]+ (286),
[M + H–NO2]+ (268),
[M + H–NO2–CO]+ (240)

4-DesmethylFM2 1.35 [M + H]+ (304),
[M + H–CH2]+ (290),
[M + H–CO]+ (276),
[M + H–NO2]+ (258)

a m/z of each ion in parenthesis.
b Quantitative ions are in bold.
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ig. 3. Effect of solvent composition and washing time on the recoveries of
nalytical component and internal standard.

olution, an alkaline solution was used to minimize the proto-
ation of amino group in the analytical molecule and maintain
he analyte as neutral molecule that was readily retained in the
PE column.

The purpose of washing solution is to remove endoge-
ous components in urine and minimize the interference of
easurement. Strong washing solution can effectively remove

nterfering components; however, it might also elute the analyt-
cal compounds. The effectiveness of various compositions of
.5% ammonium hydroxide/methanol (80:20, 75:25, 70:30 and
5:35) as washing solution was examined and the recoveries
f analytes using different washing solution were evaluated. In
his study, the standard solution (100 ng/ml) was injected into
PE column, washed with various washing solution and eluted
ith acetonitrile/water (40/60, v/v) mixture. The recovery was
etermined by the ratio of response for standard solution with

ashing step to that without washing step. The results shown in
ig. 3 indicated that the recovery of each analytical compound
ecreased as the organic content of washing solvent increased.
oreover, the recovery of each analyte reduced as the washing
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Table 3
Recoverya of on-line SPE analysis of spiked urine sample

60 ng/ml 100 ng/ml 400 ng/ml 1000 ng/ml

7-AminoFM2 94.8 ± 5.3 101.1 ± 4.2 99.7 ± 4.4 97.8 ± 3.1
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ime extended. We decided to use 1.5% ammonium hydrox-
de/methanol (75:25) mixture as the washing solvent since only
mall amount of each analytical compound (less than 7%) was
ost even after 3 min of washing.

Prior to elution, a second washing solution (acetoni-
rile/water, 5/95) was employed. This step was to remove the
esidual alkaline washing solvent used in the last step. Without
his second washing procedure, the alkaline mixture would enter
C separation column. As a result, the LC resolution lessened
nd peak broadening was observed.

A gradient elution was developed to effectively elute the
nalytical components and ISTD. In addition, we also exam-
ned the effect of acetic acid (0.01–0.1%) on LC separation
nd MS detection. Intuitively, the addition of acid in mobile
hase will promote the protonation of analytical molecules and
nhance the sensitivity. In this study, the addition of acetic acid
n mobile phase exhibited little effect on LC separation; how-
ver, the addition of acid markedly reduced the sensitivity of
SI-MS/MS detection. This might attribute to the competition
f acetic acid molecule for the positive charge on ESI droplet;
hus, the reduction of the MS sensitivity was determined. There-
ore, no acid was added in LC mobile phase. Fig. 4 shows the
ypical chromatograms for a spiked urine sample. The reten-
ion time of 7-aminoFM2, FM2 and internal standard was 9.9,
1.8 and 10.7 min, respectively. Small amount of endogenous
omponents from urine would remain in the LC column after
radient elution; therefore, additional washing procedure with
cetonitrile/water solution (95/5) was employed.

.3. Evaluation of ion suppression effect
For ion suppression effect evaluation, five volunteer’s blank
rine samples and acetonitrile/water (50/50, v/v) mixture were
njected. Comparing to the responses of analytes in acetonitrile/
ater, there was less than 6% decreased in either 7-aminoFM2 or

ig. 4. LC–ES-MS/MS chromatograms of a spiked urine sample (200 ng/ml for
ach analyte, 75ng/ml for ISTD). (a) Total ion chromatogram; (b–d) extracted
on chromatogram.
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M2 97.5 ± 4.5 98.1 ± 3.7 98.7 ± 2.8 101.3 ± 3.5

a Recovery, %. Average ± standard deviation (n = 5).

M2 response observed for all five human blank urine samples.
he results indicated that the on-line SPE clean-up procedure
ombined with LC separation effectively remove and separate
he potential interfering endogenous components in urine.

.4. Extraction recovery

In order to evaluate the on-line SPE extraction recoveries of
his newly developed method, spiked urine samples and standard
n acetonitrile/water (50/50, v/v) were analyzed. The recovery
as determined by the peak area of a spiked urine sample as a

raction of a corresponding standard in acetonitrile/water solu-
ion. The results of this investigation are summarized in Table 3.
ood recoveries ranging from 94.8 to 101.3% were obtained.
his is another indication that there was no ion suppression effect
etected in this newly developed method. In addition, the chro-
atographic performance and MS/MS spectral quality of urine

amples were not less than those of standard in methanol/water.
he results indicated that this assay was suitable for the analysis
f 7-aminoFM2 and FM2 in urine samples.

.5. Quantitative analysis and detection limit

A series of spiked urine solutions were utilized to examine the
inearity of this newly developed method. The calibration curve
or each analyte was constructed using least squares regression
f quantities of each analyte versus peak area ratio of analyte
eak area to that of its internal standard. The evaluation of lin-
arity is summarized in Table 4. For both 7-aminoFM2 and
M2, dual linear ranges were determined from 20 to 200 and
00–2000 ng/ml, respectively.

The detection limit for each analyte based on a signal-to-noise
atio of 3 was ranged from 1 to 3 ng/ml. Nanogram-per-milliliter
etection limits for urinary FM2 and 7-aminoFM2 measurement
y GC–MS or LC–MS assays have been reported previously
2,6,21–23]. These methods often required extensive sample
reparation procedures and were difficult to automate. The sen-
itivity of this present method is superior or equal to those previ-
usly reported results. Moreover, this newly developed method
equired minimum sample preparation and was fully automated.

Precision and accuracy were examined by analyzing urine
amples with known concentrations of analytes and the results
re summarized in Table 5. The intra-day and inter-day pre-
ision showed coefficients of variance (CV) ranging from 4.6
o 8.5 and 2.6–9.2%, respectively. The accuracy of the method

as expressed by [mean measured concentration/spiked con-

entration] × 100%; accuracies ranging from 96.0 to 102.8%
nd 95.8–106.0% was determined for 7-aminoFM2 and FM2,
espectively.
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Table 4
Retention time, linearity and detection limit

Calibration curvea,b Range (ng/ml) r2 D.L.c (ng/ml)

7-AminoFM2 Y = 0.745X − 2.368 20–200 0.997 1
Y = 0.756X − 2.879 200–2000 0.996

FM2 Y = 0.298X − 2.133 20–200 0.997 3
Y = 0.246X − 5.568 200–2000 0.998

a Y, peak area ratio of standard and internal standard; X, concentration, ng/ml.
b Concentrations of standard: 20–200: 20, 60, 100, 150, 200 ng/ml; 200–2000: 200, 500,1500, 2000 ng/ml.
c D.L., detection limit.

Table 5
Precision and accuracy

Intra-day (n = 3) Inter-day (n = 3)

20 ng/ml 100 ng/ml 500 ng/ml 1500 ng/ml 20 ng/ml 100 ng/ml 500 ng/ml 1500 ng/ml

7-AminoFM2
Mean 19.9 101.1 513.0 1466.8 19.2 98.6 514.2 1491.5
Accuracy (%) 99.5 101.1 102.6 97.8 96.0 98.6 102.8 99.4
CV 6.9 6.3 5.7 4.6 9.2 4.4 3.3 2.6

FM2
Mean 21.2 100.5 478.9 1470.8
Accuracy (%) 106.0 100.5 95.8 98.1
CV 6.4 7.1 8.5 4.8

Table 6
7-AminoFM2 analysis results of urine analysis

Sample GC–MSa (ng/ml) On-line SPE
LC/MS/MSa (ng/ml)

RFb (%)

A 1228.2 1115.3 −9.2
B 284.4 277.8 −2.3
C 85.1 82.2 −3.4
Dc 8642.4 9115.8 13.3
E 645.6 689.3 6.8
F 452.5 422.1 −6.7
G 176.3 181.6 3.0

a

3

s
s
G
c
m
o
m
t
f

4

o

s
c
L
v
e
i
p
r
h
G
s

A

C
C
L
M
t

R

[5] K. Walshe, A.M. Barrett, P.V. Kavanagh, S.M. McNamara, C. Moran, A.G.
n = 3.
b RF, relative difference.
c Sample was diluted 10-fold prior to on-line SPE LC/MS/MS analysis.

.6. Examination of urine samples of illicit drug users

This newly developed analytical assay was applied to urine
amples collected from four drug addicts, and the results are
ummarized in Table 6. These samples were analyzed by a
C–MS method at Taipei Veterans General Hospital. The con-

entrations of 7-aminoFM2 for these samples measured by this
ethod ranged from 9115.8 to 82.2 ng/ml. Relative differences

f the results from GC–MS and on-line SPE LC–tandem MS
ethod ranged from −9.2 to 13.3%. No FM2 was detected in

hese urine samples. It has been reported that FM2 is seldom
ound in urine sample [27,28].
. Summary

A fully automated method was developed for the simultane-
us determination of FM2 and 7-aminoFM2 in urine. Minimum
21.0 98.1 498.5 1494.5
105.0 98.1 99.7 99.6

5.4 5.8 4.3 3.1

ample preparation was needed. This newly developed method
onsisted of an on-line SPE column for sample extraction and
C–ES-MS/MS for identification and quantization. A switch
alve and a time program were utilized to control the extraction,
lution and analysis sequences. Each analysis was accomplished
n less than 25 min. The detection limit of this assay was com-
arable with previously reported methods. Good recoveries
anging from 94.8 to 101.3% were determined. This method
as been successfully applied to analyze several urine samples.
ood agreement between the results from this method and a

tandard GC–MS method was obtained.

cknowledgements

This work was financially supported by National Science
ouncil of Taiwan. The authors would like to thank Ms. Wei-Lan
hu of Taipei Veterans General Hospital and Dr. Dong-Liang
in and Ms Rae-Ming Yin of Institute of Forensic Medicine,
inistry of Justice of Taiwan for providing much assistance in

his study.

eferences

[1] W. Wickstrom, R. Amrein, P. Haefelfinger, D. Hartmann, Eur. J. Clin.
Pharm. 17 (1980) 189.

[2] M.A. ElShohy, S. Feng, S.J. Salamone, R. Wu, J. Anal. Toxicol. 21 (1997)
335.

[3] S.J. Salamone, S. Honasoge, J. Anal. Toxicol. 21 (1997) 341.
[4] W. Huang, D.E. Moody, J. Anal. Toxicol. 19 (1995) 333.
Shattock, J. Anal. Toxicol. 24 (2000) 296.
[6] H. Synder, K.S. Schwenzer, R. Pearlman, A.J. McNally, M. Tsilimidos,

S.J. Salamone, R. Brenneisen, M.A. ElSohly, S. Feng, J. Anal. Toxicol. 25
(2001) 699.



nta 7

[
[

[
[
[

[
[

[

[

[
[

[
[

[
[

[

[

M.-R. Fuh et al. / Tala

[7] F. Berthault, P. KIntz, P. Mangin, J. Chromatogr. B 685 (1996) 383.
[8] W. He, N. Parissis, J. Pharm. Biomed. Anal. 16 (1997) 707.
[9] I. Deinl, G. Mahr, L. Meyer, J. Anal. Toxicol. 22 (1998) 197.
10] H. Morland, A. Smith-Kielland, Clin. Chem. 43 (1997) 1245.
11] M.R. Fuh, C.H. Huang, S.L. Ling, W.H.T. Pan, J. Chromatogr. A 1031

(2004) 197.
12] T.Y. Wu, M.R. Fuh, Rapid. Commun. Mass Spectrom. 19 (2005) 775.
13] S.A. Chan, S.W. Lin, K.J. Yu, T.Y. Liu, M.R. Fuh, Talanta 69 (2006) 952.
14] K. Stoob, H.P. Singer, C.W. Goetz, M. Ruff, S.R. Mueller, J. Chromatogr.

A 1097 (2005) 138.
15] A. Gentili, D. Perret, S. Marchese, Trends Anal. Chem. 24 (2005) 704.
16] C.C. Chou, M.R. Lee, F.C. Cheng, D.Y. Yang, J. Chromatogr. A 1097
(2005) 74.
17] B.K. Matuszewski, M.L. Constanzer, C.M. Chavez-Eng, Anal. Chem. 75

(2003) 3019.
18] P.R. Tiller, L.A. Romanyshyn, Rapid. Commun. Mass Spectrom. 16 (2002)

92.

[

[

2 (2007) 1329–1335 1335

19] M.J. Avery, Rapid. Commun. Mass Spectrom. 17 (2003) 197.
20] H. Mei, Y. Hsieh, C. Nardo, X. Xym, S. Wang, K. Ng, W.A. Korfmacher,

Rapid. Commun. Mass Spectrom. 17 (2003) 97.
21] M. Kollroser, C. Schober, J. Pharm. Biomed. Anal. 28 (2002) 1173.
22] N. Jourdil, J. Bessard, F. Vincent, H. Eysseric, G. Bessard, J. Chromatogr.

B 788 (2003) 207.
23] H. Yuan, Z. Mester, H. Lord, J. Pawliszyn, J. Anal. Toxicol. 24 (2000) 718.
24] O. Quintela, F.-L. Sauvage, F. Charvier, J.-M. Gaulier, G. Lachatre, P.

Marquet, Clin. Chem. 52 (2006) 1346.
25] B.E. Smink, J.E. Brandsma, A. Dikhuizen, K.J. Lusthof, J.J. de Gier, A.C.G.

Egberts, D.R.A. Uges, J. Chromatogr. B 811 (2004) 13.
26] R. King, R. Bonfiglio, C. Fernandez-Metzler, C. Miller-Stein, T. Olah, J.
Am. Soc. Mass Spectrom. 11 (2000) 942.
27] I.M. McIntyre, M.L. Syrjanen, K. Crump, S. Horomidis, A.W. Peace, O.H.

Drummer, J. Anal. Toxicol. 17 (1993) 202.
28] O.H. Drummer, M.L. Syrjanen, S.M. Cordner, Am. J. For. Med. Pathol. 14

(1993) 238.



A

t
d
w
n
s
o
A
t
a
©

K

1

m
w
A
A
a
b
f
a
t
a
R
a
U
t

0
d

Talanta 72 (2007) 1453–1457
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bstract

An amperometric artemisinin (ARN) sensor based on the supramolecular recognition of glycosylated metalloporphyrin, which is included in
he Au-nanoparticles-chitosan film coated on the glass carbon electrodes, was developed. For the improvement of the selectivity of artemisinin
etection, 5,10,15,20-tetrakis[2-(2,3,4,6-tetraacetyl-�-d-glucopyranosyl)-1-O-phenyl]porphyrin (T(o-glu)PPH) metal complex [FeT(o-glu)PPCl]
as synthesized and employed as a ARN-sensitive and -selective material in the amperometric sensors. The proposed [FeT(o-glu)PPCl]/Au-
anoparticles modified electrodes showed excellent selectivity and sensitivity toward ARN with respect to a number of interferents and exhibited
table current response, which can be attributed to the coordination of ARN with the [FeT(o-glu)PPCl] in the electrodes. The calibration graph
btained with the proposed sensor was linear over the range of 1.8 × 10−7–1.7 × 10−9 mol l−1, with a detection limit of 1.7 × 10−9 mol l−1 for

RN. Significant advantages of the proposed procedure over the conventional reductive electrochemical methods are the selective detection and

he relatively low applied potential requirement of the ARN-sensor. The prepared sensor is applied for the determination of ARN in plant samples
nd the results agreed with the values obtained by the pharmacopoeia method.

2007 Elsevier B.V. All rights reserved.
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. Introduction

The incidence of malaria is dramatically increasing since
any Plasmodium falciparum strains are now resistant to
idely used drugs like chloroquine. Artemisinin (qinghaosu,
RN), an unusual sesquiterpene-lactyone endoperoxide from
rtemisia annua L., is an effective antimalarial drug, particularly
gainst chloroquine-resistant P. falciparum infection and cere-
ral malarial [1,2]. Since artemisinin (Fig. 1) lack a chromophore
or direct UV or fluorescence detection, it was not possible to
nalyze it in biosamples without chemical derivatization. For-
unately, an endoperoxide moiety in ARN and its derivatives
llows the electrochemical reduction of the peroxide function.
eductive electrochemical detection is frequently used for ARN

nd its derivatives detection. In contrast to derivatization-based
V absorbance detection, the use of electrochemical detec-

ion allows determinations of ARN and its derivatives without

∗ Corresponding author. Fax: +86 731 2618234.
E-mail address: gfc139@yahoo.com.cn (F.-C. Gong).
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039-9140/$ – see front matter © 2007 Elsevier B.V. All rights reserved.
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anoparticles-chitosan

preceding derivatization. Acton et al. [3] reported a reduc-
ive electrochemical HPLC assay with a gold/mercury electrode
or ARN detection in A. annua. The method was found sensi-
ive, specific and rapid but a gold/mercury electrode requires
requent cleaning, polishing and preparation. An alternative
ethod using a glassy carbon electrode and HPLC with reduc-

ive EC detection was developed for the assay of artesunic acid
nd dihydroartemisinin in blood [4]. The method was validated
nd applied to pharmacokinetic studies with rabbits after intra-
enous administration of artesunic acid. However, there are two
rawbacks of the insufficient selectivity and the relatively high
perating potential requirement in the conventional procedures
entioned for ARN and its derivatives determination.
Recently, synthetic metalloporphyrins have attracted atten-

ion in relation to the chemical and biological recognition
5–7]. As far as the application in electrochemical approaches
s concerned, porphyrins have been used as the ionophores

n potentiometric sensors. Some of them were employed
s electroactive components in the membrane of ion-
elective electrodes [8]. The methods using [CoT(II)PPCl] and
MnT(III)PPCl] as recognition element for SCN− and salicy-
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Fig. 1. Structure of artemisinin.

ate determination with a potentiometric finish were respectively
eported [9,10]. Some efforts have also been focused on the
urrent utility of such compounds as the active material in the
evelopment of amperometric electrodes coated with porphyrin.
rey et al. [11] and Duony et al. [12] used TPP-coated glassy
arbon electrode for the detection of heavy metal ion (Cu2+) and
lectropolymerized protoporphyrin based graphite carbon elec-
rode for dopamine determination. To the best of our knowledge,
o efforts have been made on the application of the drug elec-
rode incorporated with metalloporphyrin in chitosan modified
lass carbon electrode for the detection of endoperoxide bridge
nalogous species. In a previous report, it was demonstrated
hat the porphyrin Fe(III) moiety in hemoglobin and synthetic
orphyrin Fe(III) display interaction with artemisinin [13–15].
nspired by the success of the above outlined molecular recogni-
ion research, the present authors tried to develop a drug sensor
or ARN assay with an amperometric finish. In the present work,
e make the first attempt to design and use a Fe(III) coordinating
lycosylated porphyrin ([FeT(o-glu)PPCl])-based amperomet-
ic sensor for selective ARN detection. The ARN sensor has been
abricated by including an active material [FeT(o-glu)PPCl] in
u-nanoparticles/chitosan matrices coated on the glass carbon

lectrodes, which act as working electrodes. The active material
FeT(o-glu)PPCl] on electrodes can coordinate with the analyte
RN in samples and the [FeT(o-glu)PPCl]/Au-nanoparticles-
odified electrodes showed excellent selectivity toward ARN
ith respect to a number of interferents and exhibited sta-
le response. The proposed amperometric sensor detection for
RN assay offers the advantages derived from the selectivity

nd sensitivity owing to incorporation of metalloporphyrin and
u-nanoparticles in the chitosan film on the glassy carbon elec-

rodes. A relatively low applied potential for ARN reductive
lectrochemical detection has also been realized.

. Experimental

.1. Materials and reagents

Glycosylated porphyrin (T(o-glu)PPH2, Fig. 2)) and its metal
omplexes were synthesized by Adler’s method [16]. Chitosan
nd HAuCl were purchased from Shanghai Chemicals (Shang-
4
ai, China) and used as received from the supplier. Artemisinin
nd artemisinic acid were provided by Swellxin Science & Tech-
ology Lit. Co. (Guangzhou, China). All other reagents were
nalytical grade and used as received from supplier.

a
s
F
o

Fig. 2. Structure of glycosylated porphyrin.

.2. Apparatus

Electrochemical experiments were carried out using a Perkin-
lmer Electrochemical Analyzer System connected with an
chem M 283 data storage system. Cyclic voltammetric (CV)
nd amperometric measurements were performed with a conven-
ional three-electrode system consisting of SCE as a reference
lectrode, a Pt counter electrode (2.7 cm2) and a modified glassy
arbon electrode as a working electrode mentioned later. All
xperimental solutions were thoroughly deoxygenated by bub-
ling nitrogen through the solution for at least 10 min. Unless
therwise indicated, voltammetry and amperometry were per-
ormed at 80 mV/s in Britton-Ribinson (BR) buffer solutions
0.01 mol) containing 20% ethanol, pH 6.8 at 25 ◦C.

.3. Preparation of [FeT(o-glu)PPCl]/Au-nanoparticles
lectrodes

The Au-nanoparticles were prepared according to the method
eported elsewhere [17] with slight modifications. All glass-
ares used in the preparation procedure were thoroughly

leaned in the aqua regia (3 parts of HCl plus 1 part HNO3)
nd rinsed with doubly distilled water. One hundred millilitre
f 0.01% HAuCl4 solution in a 250 ml beaker was brought to
oiling with vigorous stirring, then 2.5 ml of 1% sodium citrate
olution was quickly added to give a color change from blue to
ed-violet. Boiling continued for additional 10 min, the heater
as then removed and the resulting mixture was stirred contin-
ously for another 10 min. The cooled Au colloid solution was
tored at 4 ◦C in a dark bottle.

A mixture was prepared by adding a 1 ml of Au colloid solu-
ion aforementioned and a 1 ml of [FeT(o-glu)PPCl]-containing

cetone solution (0.1%, w/v) into a 50 ml of 2% acetic acid
olution containing 2% chitosan and mixing them thoroughly.
ifty microlitre of the resulting mixture solution was coated
n the cleaned glassy carbon electrodes and left to dry at
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Fig. 4. Cyclic voltammograms obtained with a [FeT(o-glu)TTCl]/Au-
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ig. 3. Scaning electron micrograph of chitosan flim incorporated with nano-Au
articles and [FeT(o-glu)TTCl].

oom temperature for about 1 h. An Au-nanoparticles/[FeT(o-
lu)PPCl]/chitosan modified electrode was obtained and could
e used after washing with distilled water. Fig. 3 shows the scan-
ing electron micrograph of the chitosan film incorporated with
ano-Au particles and [FeT(o-glu)TTCl].

.4. Preparation of buffers and solutions

Britton-Ribinson buffer is a 0.01 mol l−1 Na2HPO4–0.01
ol l−1 NaH2PO4 solution of pH 6.8. Stock working solution
as prepared by dissolving 1.41 g ARN in 500 ml ethanol. The

esulting solution (1.0 × 10−2 mol l−1) was stocked in refriger-
tor at 4 ◦C. All ARN solutions in this study were prepared by
iluting the stock working solution with BR buffer containing
0% ethanol.

.5. Sample preparation

An amount of 1 g dried leaves of A. annua L. was ground into
owder. The resulting powder was then extracted with 100 ml
f ethanol for three times. After being extracted, the extract was
ltered into a calibrated flask and then diluted to 1000 ml for
etermination.

.6. Measurement procedure

The determination procedure is as follows. Amperometric
easurements were carried out in 10 ml of a BR solution (pH

.8) containing 20% ethanol using a [FeT(o-glu)PPCl]/chitosan
odified electrode as a working electrode with an applied poten-

ial of−465 mV versus SCE and under magnetic stirrer bar. After

he background current was stabilized, the response was subse-
uently recorded during the addition of 50 �l ARN containing
olution. An increase value of current response is calculated
nd it is taken as the evaluation of the concentration of ARN in
amples.

t
a
c
p
T

anoparticles modified electrode in the presence of 3.5 × 10−8 mol l−1 (curve
) and in a blank solution (curve c), and the unmodified electrode in the
.5 × 10−8 mol l−1 ARN solution (curve b).

. Results and discussion

.1. Response characteristics of the ARN-sensor

The prepared electrodes were examined with the ARN-
ontaining solution and BR buffer. Fig. 4 shows the cyclic
oltammograms obtained with a [FeT(o-glu)PPCl]-chitosan
odified electrode and a unmodified electrode. One can notice

hat a significant reduction peak at −465 mV appears when scan
ith the [FeT(o-glu)PPCl]-chitosan modified electrode in the
resence of ARN (curve a). The unmodified electrode with the
ame addition of ARN (curve b) and the [FeT(o-glu)PPCl]-
hitosan modified electrode in the absence of ARN (curve c)
howed sluggish response. It was found that potential of only
465 mV was required for the reduction of ARN with the

FeT(o-glu)PPCl]-chitosan modified electrode. This implies that
RN can be reduced at a significantly more positive potential

t the metalloporphyrin-modified electrode (−0.465 V) than an
nmodified electrode (about −0.950 V). It seems that ARN can
eact with the [FeT(o-glu)PPCl] coated on the electrodes.

.2. Selection of active materials for recognition element in
lectrodes

The characteristic performance of the prepared elec-
rodes incorporated with different porphyrins including
MnT(o-glu)PPCl], [ZnT(o-glu)PPCl], [FeT(o-glu)PPCl] and
(o-glu)PPH2 were investigated by amperometry. The results
f these electrodes are shown in Table 1. It can be observed that
he electrodes based on [MnT(o-glu)PPCl], [ZnT(o-glu)PPCl]
nd [FeT(o-glu)PPCl] exhibit better response characteristic
han that based on T(o-glu)PPH2. It is thought that the inter-

ction of ARN with porphyrin is via the coordination with
entral metal of metalloporphyrin. T(o-glu)PPH2 does not
ossess central metal capable of coordinating with ARN.
herefore, the poor amperometric response characteristics of
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Table 1
Response characteristics of the modified electrodes incorporated with different
active materials

Electrodea Modifier Working range (mol l−1) Slope
(mV/decade)

1 [FeT(o-glu)PPCl] 3.4 × 10−9–1.3 × 10−6 47.5 ± 1.8
2 [ZnT(o-glu)PPCl] 2.8 × 10−9–6.9 × 10−6 36.2 ± 1.5
3 [MnT(o-glu)PPCl] 5.8 × 10−9–7.9 × 10−6 32.2 ± 1.7
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Fig. 5. Effect of pH on the reductive current response of the [FeT(o-
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T(o-glu)PPH2 Sluggish response –

a The concentration of the active materials for electrode modification is 0.1%.

(o-glu)PPH2 modified electrodes are expected as compared
o those of [MnT(o-glu)PPCl], [ZnT(o-glu)PPCl] and [FeT(o-
lu)PPCl]. In view of the significant selectivity and sensitivity
f the [FeT(o-glu)PPCl] modified electrodes compared with
ZnT(o-glu)PPCl] and [MnT(o-glu)PPCl]-modified electrode as
escribed in the next section, [FeT(o-glu)PPCl] was used as the
RN-sensitive material in all further studies.

.3. Selectivity of ARN-sensor

Five possible interfering substrates were used to evaluate the
electivity of the ARN-sensor. The current recorded for each
nterfering substrate at a concentration of 5 × 10−8 mol l−1 in
he presence of 5 × 10−8 mol l−1 ARN was used as an indi-
ator for the sensor selectivity in comparison with the ARN
eadings alone. The results of the interference investigation are
isted in Table 2. From the data in Table 2, one can observe that
DTA-Fe3+, Fe3+, H2O2 and artemisinic acid do not cause any

nterference (≤3% change) under the experimental conditions.
he most obvious interfering species is CN−.

The reduction of ARN on the [FeT(o-glu)PPCl]-modified
lectrode takes place in a similar way to that of ARN in the
resence of hemin in solution phase. According to the reports
18,19] on reduction mechanism of artemisinin in the presence
f hemin, the interaction mode of ARN with [FeT(o-glu)PPCl]
s thought to follow the reaction scheme:

[Fe(II)T(o-glu)PPCl] + ARN(ox)

→ [Fe(III)T(o-glu)PPCl · ARN](ox) ads
+e−
−→[Fe(II)T(o-glu)PPCl · ARN∗](ox) ads

+e−
−→ [Fe(III)T(o-glu)PPCl] + ARN (red) (Product)

able 2
ossible interferences tested with the [FeT(o-glu)PPCl]/Au-nanoparticles mod-

fied electrodes

nterferents Current ratioa

DTA-Fe(III) 1.02
e3+ 1.01
N− 0.83

2O2 1.02
rtemisinic acid 1.00

a Ratio of currents for mixtures containing 5 × 10−8 mol l−1 interfering sub-
trate and 5 × 10−8 mol l−1 ARN compared to that for 5 × 10−8 mol l−1 ARN.

3

a
A
r

3

t
1
1
(

lu)TTCl]/Au-nanoparticles modified electrode at a concentration of
× 10−8 mol l−1 of ARN-containing solution. Operating potential: −465 mV
s. SCE.

t seems that CN− can bind to the central metal Fe(III) of
Fe(III)T(o-glu)PPC], and thus, interferes in the determination
f ARN.

.4. Effect of pH

The effect of the electrolyte pH on the response performance
f the ARN-sensor was investigated by recording the reduction
eak current of ARN at a operating potential of−465 mV (versus
CE) in a concentration of 1 × 10−8 mol l−1 over a pH range of
.0–10.5. Fig. 5 is a plot of IP versus pH for the reduction of
RN. One can see that the reduction current increases with the

ncrease of pH values up to 6.0, then, tend to stabilize. However,
lower pH less than 3.0 or a higher pH more than 8.5 could

ause a decrease of the current response. The lower the pH of the
lectrolyte, the more favourable for the reduction of the ARN.
owever, the lower or the higher pH is unfavourable for the

tabilization of the metal coordinated with porphyrin and of the
hitosan film on electrodes. In the subsequent experiments, a
H 6.8 BR buffer solution was used as an ideal experimental
ondition.

.5. Repeatability of ARN-sensor

The repeatability of the prepared ARN sensors was evalu-
ted with 10 amperometric measurements in 5 × 10−8 mol l−1

RN-containing solutions. The sensor exhibited sufficient
epeatability with a standard deviation of 3.8%.

.6. Preliminary analytical application

Fig. 6 shows calibration curve obtained at pH 6.8 with

he prepared ARN-sensor. It was linear over the range
.8 × 10−7–1.7 × 10−9 mol l−1, with a detection limit of
.7 × 10−9 mol l−1 for ARN. The linear equation was I
�A) = 11.70 + 0.41C (×10−9 mol l−1), with a correlation coef-
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Fig. 6. Calibration curve for the determination of ARN obtained by ampero-
metric measurement. The sample measurements were carried out in a 10 ml BR
solution (pH 6.8) containing 20% ethanol using a [FeT(o-glu)TTCl] modified
electrode as a working electrode with an applied potential of −465 mV vs. SCE
and under magnetic stirrer bar.

Table 3
ARN determination with the proposed ARN-sensor in the crude plant extracts

Samplea Proposed method (mg/g
dried plant)

UV–visible spectroscopy
(at 600 nm)

1 3.72 ± 0.07b 3.90
2 4.31 ± 0.05 4.36
3 4.37 ± 0.04 4.25
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a The sample solutions were obtained by diluting the stock solution prepared
s described in Section 2.
b Mean ± S.D. of six measurements.

cient value of 0.996. On this basis, the proposed procedure
as applied for the direct determination of ARN in plant extract

amples. The sample solutions prepared as described in Section
were 10-fold diluted with a BR buffer solution of pH 6.8 fol-

owed by amperometric measurements using the prepared ARN
ensor. Table 3 shows the results compared with those obtained
y the pharmacopoeia method (UV–visible spectroscopy). It
ndicates that the concentrations of ARN determined by the
ensor method are in good agreement with those by the pharma-
opoeia method. An another obvious advantage of the proposed
rocedure is the simple sample preparation with even turbid
amples.
. Conclusions

We have reported here for the first time the application of a
ew metalloporphyrin-based sensor for ARN assay. The design

[

[
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f the method consists of a glycosylated metalloporphyrin as
supramolecular recognition element and a natural polymer

hitosan as an Au-nanoparticles/metalloporphyrin immobiliza-
ion material. The proposed ARN-sensor detection for ARN
ffers the advantages derived from the selectivity and the
ensitivity owing to incorporation of metalloporphyrin and
u-nanoparticles in the sensitive membrane. The simplicity,

ensitivity and selectivity make it capable of replacement of the
fficially recommended procedure.
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bstract

Al3+ selective sensor has been fabricated from poly(vinyl chloride) (PVC) matrix membranes containing neutral carrier morin as ionophore.
est performance was exhibited by the membrane having composition as morin:PVC:sodium tetraphenyl borate:tri-n-butylphosphate in the ratio
:150:5:150 (w/w, mg). This membrane worked well over a wide activity range of 5.0 × 10−7 to 1.0 × 10−1 M of Al3+ with a Nernstian slope of
9.7 ± 0.1 mV/decade of Al3+ activity and a limit of detection 3.2 × 10−7 M. The response time of the sensor is ∼5 s and membrane could be
sed over a period of 2 months with good reproducibility. The proposed sensor works well over a pH range (3.5–5.0) and demonstrates good

iscriminating power over a number of mono-, di- and trivalent cations. The sensor can also be used in partially non-aqueous media having up to
0% (v/v) methanol, ethanol or acetone content with no significant change in the value of slope or working activity range. The sensor has also
een used in the potentiometric titration of Al3+ with EDTA and for its determination in zinc plating mud and red mud.

2007 Elsevier B.V. All rights reserved.
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. Introduction

Aluminum is third most abundant element and widely used
or industrial and domestic purposes. Thus, aluminum is present
n environmental samples where its estimation is important in
iew of its toxicity above certain level. Aluminum is known to
ause dementia, anemia, myopathy, bone and joint disease [1–4].
number of methods such as graphite furnace atomic absorption

pectrometry (GF-AAS), inductively coupled plasma-atomic
mission spectrometry (ICP-AES) [5–9], liquid chromatogra-
hy [10], flow-injection [11] and stripping voltammetry [12]
ave been used to determine aluminum. Though these methods
rovide accurate results but are not very convenient for the anal-
sis of large number of environmental samples as they require
ample pretreatment and sufficient infrastructure back-up. On
he other hand, analytical procedures involving ion sensors are
ost appropriate for such determinations as they require no
r minimum sample pretreatment and are fast, convenient and
heap. Of course analysis by ion sensor requires the availabil-

∗ Corresponding author. Tel.: +91 1332 285801; fax: +91 1332 273560.
E-mail address: vinodfcy@iitr.ernet.in (V.K. Gupta).

d
(
(
(
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; Morin; Ionophore

ty of sensitive and selective aluminum sensor. The literature
hows that few aluminum selective sensors have been reported
sing solid membranes of neutral carriers [13–17]. However,
hese sensors exhibit some limitations, as they generally show
arrow working activity range, some interference to Cu2+, Cd2+,
g2+ and Fe3+ and not very low response time. A selective, sen-

itive and fast responding aluminum sensor with high shelf life
ime is required. Towards this objective, we have explored morin
I) (Fig. 1), known to form strong complex with aluminum,
s an aluminum selective ionophore. The present communi-
ation reports the results of our investigations on PVC based
embranes of (I) as Al3+ selective sensors.

. Experimental

.1. Reagents

Morin (I) from SRL (India), dibutyl phthalate (DBP) and
ioctyl phthalate (DOP) from Reidal (India), chloronaphthalene

CN) Acros (USA), tri-n-butylphosphate (TBP) from Merck
Germany), sodium tetraphenyl borate (NaTBP) from BDH
UK) and high molecular weight poly(vinyl chloride) (PVC)
rom Aldrich (USA) were obtained and used as such. Other



1470 V.K. Gupta et al. / Talanta 7

r
w
t
o
s

2

w
m
m
n
t
t

A
s
c
m
t
b
a
t

2

m
o
i
m
b
a
w
p
t
w
p
w

2

m

1
2
t
a
a
w

3

3

w
r
r
p
r
m
b
b
N
I
b
3
o
N
i
w
b
i
H
it largely depends on metal–ionophore interaction. The plasti-
cizer to be used in membrane should exhibit high lipophilicity,
have high molecular weight, low tendency for exudation from
the polymer matrix, low vapor pressure and high capacity to
Fig. 1. Structure formula of (I).

eagents were of analytical grade. Solutions of metal (nitrates)
ere prepared in double distilled water and standardized by

he reported methods wherever necessary. Working solutions
f different activities were prepared by diluting 0.1 M stock
olutions.

.2. Apparatus and potential measurements

The potential measurements were carried out at 25.0 ± 0.1 ◦C
ith a digital pH meter (Model 5652 A, ECIL, India) and
icrovoltmeter, model CVM 301, Century (India). The prepared
embranes were equilibrated for 3 days in 0.5 M aluminum

itrate solution. All potential studies were carried out by using
he following cell assembly, employing saturated calomel elec-
rodes (SCE) as reference electrodes:

SCE/internal solution (0.1 M Al3+)/membrane/

test solutions/SCE

The cell potential was measured by varying the activity of
l3+ test solution in the range 1.0 × 10−7 to 1.0 × 10−1 M by

erial dilution and after each dilution pH of the solution was
hecked and maintained between pH 4.0 and 5.0. All pH adjust-
ents were made with dil. HCl or NaOH solution. The response

ime of membrane sensors, i.e., the time required to reach sta-
le and constant potential was recorded for all membranes. The
ctivity coefficients (γ) of metal ions have been calculated from
he modified form of the Debye–Hückel equation [18].

.3. Preparation of membranes

The PVC based membranes were prepared according to the
ethod proposed by Craggs et al. [19]. Thus, varying amounts

f (I) and an appropriate amount of PVC were dissolved in min-
mum amount of THF. The anion excluder; NaTPB and solvent

ediators; DBP, DOP, CN and TBP were also added to get mem-
ranes of different compositions. After complete dissolution of
ll the components and thorough mixing, homogeneous mixture
as poured into polyacrylates rings placed on a smooth glass
late. THF was allowed to evaporate for about 24 h at room
emperature. The transparent membranes of 0.5 mm thickness
ere removed carefully from the glass plate. A 1.5 cm diameter
iece was cut out and glued to one end of a “Pyrex” glass tube
ith the help of araldite.
.4. Sample preparation

About 1 g samples of zinc plating mud and red mud (alu-
inum industries waste) were left overnight in contact with

F
m
(

2 (2007) 1469–1473

0 mL of concentrated HCl and mixture of acids (2 mL HCl,
mL HNO3 and 2 mL H2SO4), respectively. After filtration both

he residues were washed with 10 mL of dilute HCl. The filtrate
nd washings were combined and finally made up to 100 mL,
djusting the overall pH to ∼5 with dilute NH3. Estimations
ere done at constant ionic strength of 0.1 M KNO3.

. Results and discussion

.1. Working activity range and slope of Al3+ sensor

The potential of the sensors employing different membranes
as determined as a function of aluminum activity and the

esponse obtained is depicted in Fig. 2. The working activity
ange and slope were determined from these plots and com-
iled in Table 1 along with composition of the membranes and
esponse time. It is worth mentioning that a number of other
embranes having different composition were also investigated

ut the results are given only for those which have performed
est in terms of wide working activity range, Nernstian or near-
ernstian slope, low response time and good reproducibility.

t is seen from Table 1 that the sensor no. 1 having mem-
rane without plasticizer shows a working activity range of
.2 × 10−5 to 1.0 × 10−1 M with a slope of 15.5 mV/decade
f activity. Thus, slope of this membrane is substantially sub-
ernstian and the working activity range narrow. Therefore,

mprovement in the performance characteristic of the sensor
as attempted by the addition of four plasticizers to the mem-
ranes. It is known that the addition of plasticizers generally
mproves the working activity range, stability and shelf life.
owever, the selectivity normally remains unaffected because
ig. 2. Variation of membrane potential with molarity of Al3+ ions; PVC based
embranes of (I) without solvent mediator (1), with solvent mediators, DBP

2), DOP (3), CN (4), and TBP (5).



V.K. Gupta et al. / Talanta 72 (2007) 1469–1473 1471

Table 1
Composition of different PVC-membrane sensors based on (I) for the determination of Al3+ in solution

Sensor no. Components in membranes (w/w) Working activity range (M) Slope (mV/decade
of activity)

Response
time (s)

I PVC NaTPB DBP DOP CN TBP

1 5 150 5 – – – – 3.2 × 10−5 to 1.0 × 10−1 15.5 28
2 5 150 5 150 – – – 2.5 × 10−5 to 1.0 × 10−1 17.0 23
3 5 150 5 – 150 – – 1.8 × 10−5 to 1.0 × 10−1 17.8 18
4 5 150 5 – – 150 – 8.9 × 10−6 to 1.0 × 10−1 19.0 12
5 5 150 5 – – – 150 5.0 × 10−7 to 1.0 × 10−1 19.7 5
6 15
7 15
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determines the extent of utility of a sensor in real sample mea-
surement. The selectivity coefficient values were determined
by matched potential method (MPM), which was proposed
by Gadzekpo and Christian [21] to overcome difficulties in
5 125 5 – – –
5 175 5 – – –

old values indicate to best sensor and its performance characteristics.

issolve the substrate and other additives present in the mem-
rane. Additionally, its viscosity and dielectric constant should
e adequate [20]. Thus, plasticizers namely DBP, DOP, CN and
BP were added to improve the performance of the sensors.

t is seen from Table 1 that the addition of plasticizers to the
embranes (sensors no. 2–5) has resulted in improvement of

he working activity range and the slope of the corresponding
alibration curves. Of the four plasticizers used, sensor no. 5
ontaining TBP plasticizer performs best as it exhibits widest
orking activity range of 5.0 × 10−7 to 1.0 × 10−1 M with Nern-

tian slope of 19.7 mV/decade of activity and a limit of detection
.2 × 10−7 M. The detection limit was taken as the activity cor-
esponding to the point of intersection of the linear portion of the
otential response plot at lower activity end. The effect of vary-
ng amount of PVC on membrane was also looked into (Table 1)
nd it is seen that the sensors no. 6 and 7 having lower and higher
mount of PVC as compares to sensor no. 5 performs poorly.

.2. Response and lifetime

The response time of membranes without solvent media-
or was found to be ∼28 s. The addition of solvent mediators
mproved the response time significantly as a sharp reduction
n the response time was observed in all the cases, although
he effect varied for different solvent mediators. Membranes
ontaining DBP, DOP and CN performed satisfactorily as the
esponse time for these membranes were 23, 18 and 12 s, respec-
ively. The best results were obtained for sensor no. 5 over the
ntire working activity range (Table 1), as it exhibited low-
st (5 s) response time. Potentials remained constant for about
min after which a very slow divergence was recorded. The
embrane could be used over a period of 2 months without

howing any significant variation in the working activity range,
lope and response time. The membrane was stored in 0.5 M
luminum(III) solution when not in use. As sensor no. 5 has
xhibited widest working activity range, Nernstian slope and
owest response time, all further studies were carried out with
his sensor only.

.3. pH and solvent effect
Hydrogen ions are known to cause interference in the perfor-
ance of the sensors. Thus, it was necessary to determine useful

H range where the sensor can perform without being affected
F
1

0 7.9 × 10−6 to 1.0 × 10−1 17.6 16
0 5.6 × 10−6 to 1.0 × 10−1 20.2 14

y H+ ions. Thus, pH dependence of the membrane sensor
o. 5 was investigated at two activities of Al3+ 1.0 × 10−3 and
.0 × 10−4 M and the results obtained are given in Fig. 3. It is
een from the figure that the potential remains constant over a
H range of 3.5–5.0. In view of sharp change in potential below
H 3.5 and above 4.5, it is better to make all measurements at
id point, i.e., 4.5. The change in potential below pH 3.5 is due

o interference caused by H+ while above 5.0 due to hydrolysis
f Al3+.

The performance of the sensor was further assessed in par-
ially non-aqueous media, i.e., methanol–water, ethanol–water
nd acetone–water mixtures. The results obtained are compiled
n Table 2. It is seen that with increase in non-aqueous con-
ent both the slope and working activity range are reduced. This
ffect is significantly pronounced above 20% methanol, ethanol
nd acetone. Thus, the sensor can be used in mixtures containing
nly up to 20% non-aqueous content.

.4. Potentiometric selectivity

The selectivity is the most important characteristics as it
ig. 3. Effect of pH on cell potential; activity of Al3+ (M), 1.0 × 10−3 M (a) and
.0 × 10−4 M (b).
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Table 2
Effect of partially non-aqueous medium on the working activity range of the
proposed Al3+ selective sensors (no. 5, Table 1)

Non-aqueous
content (%, v/v)

Slope (mV/decade
of activity)

Working activity range (M)

0 19.7 5.0 × 10−7 to 1.0 × 10−1

Methanol
10 19.7 5.0 × 10−7 to 1.0 × 10−1

20 19.5 2.0 × 10−7 to 1.0 × 10−1

25 17.5 1.8 × 10−6 to 1.0 × 10−1

Ethanol
10 19.7 5.0 × 10−7 to 1.0 × 10−1

20 19.2 2.0 × 10−7 to 1.0 × 10−1

25 17.4 1.8 × 10−6 to 1.0 × 10−1

Acetone
10 19.7 5.0 × 10−7 to 1.0 × 10−1
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Table 4
Quantification of aluminum in zinc plating mud and red mud using AAS and
Al3+ sensor (no. 5, Table 1)

Samples Aluminum content (mg/g)

Sensor no. 5 AAS

Zinc plating mud 0.37 ± 0.02 0.35 ± 0.01
Red mud 9.80 ± 0.70 9.07 ± 0.50
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20 19.4 2.5 × 10−7 to 1.0 × 10−1

25 17.0 5.6 × 10−6 to 1.0 × 10−1

btaining selectivity coefficient values when ions of unequal
harges are involved. In this procedure, the selectivity coefficient
Pot
Al3+,B is calculated by the expression:

Pot
Al3+,B =

a′
Al3+ − aAl3+

aB
= �aAl3+

aB

nd is therefore determined by measuring change in potential
pon increasing by a definite amount the primary ion activity
rom an initial values of aAl3+ to a′

Al3+ and aB represents the
ctivity of interfering ion (B) added to the same reference solu-
ion of activity aAl3+ which causes the same potential change.
he values of aAl3+ and a′

Al3+ were taken to be 1 × 10−3 and

× 10−3 M, whereas the values of aB experimentally deter-
ined. The values determined by MPM method are given in
able 3. A value of selectivity coefficient equal to 1.0 indicates

hat the sensor responds equally to primary as well as interfering

on. However, a value smaller than 1.0 indicates that membrane
ensor is responding more to primary ion than interfering ion and
n such a case the sensor is said to be selective to primary ion
ver interfering ion. Further, smaller the selectivity coefficient,

able 3
electivity coefficient values (KPot

Al3+,B) for Al3+ selective sensor by matched

otential method

nterfering ion (B) Selectivity coefficients [KPot
Al3+,B]

+ 1.0 × 10−3

a+ 1.7 × 10−3

H4
+ 1.2 × 10−3

d2+ 5.0 × 10−4

b2+ 8.0 × 10−4

u2+ 1.2 × 10−4

n2+ 2.5 × 10−4

g2+ 1.0 × 10−4

i2+ 1.9 × 10−4

n2+ 2.8 × 10−4

o2+ 3.9 × 10−4

e3+ 3.9 × 10−3

r3+ 2.0 × 10−3
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ig. 4. Potentiometric titration plot of 1 × 10−4 M Al3+ solution (10 mL) with
DTA (1.0 × 10−3 M).

igher is the selectivity order. A perusal of Table 3 shows that
electivity coefficient values for present sensor are much smaller
han 1.0 over a number of mono-, di- and trivalent cations stud-
ed. Hence, the sensor is sufficiently selective over these ions
nd can therefore be used to estimate aluminum in presence of
hese interfering ions by direct potentiometry.

. Analytical application of sensor

The utility of the sensor no. 5 was further investigated to deter-
ine aluminum in zinc plating mud and red mud. The results

re found to be close agreement with those obtained by AAS
Table 4). Thus, the sensor can be employed for Al3+ quan-
ification in real samples. The sensor has also been used as an
ndicator electrode in the potentiometric titration of Al3+ against
DTA. A 10 mL solution of Al3+ (1.0 × 10−4 M) was titrated
ith 1.0 × 10−3 M EDTA solution at pH 5.0. The titration plot
btained (Fig. 4) is of standard sigmoid shape and the end point
orresponds to 1:1 stoichiometry of Al-EDTA complex.

. Conclusion

Of the seven Al3+ sensors prepared, the sensor no. 5 hav-

ng membrane incorporating morin as an ionophore, TBP as a
lasticizer and NaTPB as anion excluder in PVC matrix in the
atio 5:150:5:150 was found to give best performance in terms of
orking activity range, Nernstian slope, pH range and response
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Table 5
Comparison of the proposed Al3+ ion selective sensor with the existing Al3+ selective solid state sensors

Serial no. Working activity
range (M)

Slope (mV/decade
of activity)

pH range Response
time (s)

Interference
(calculated by MPM)

Life time
(days)

Reference no.

1 1.0 × 10−5 to 1.0 × 10−1 19.5 2.25–3.25 – NMa 30 [13]
2 1.0 × 10−6 to 1.0 × 10−2 Near-Nernstian Acidic range – Cu2+, Cd2+, Hg2+ 60 [14]
3 5.0 × 10−6 to 1.0 × 10−2 19.3 2.9–5.0 10 NM 70 [15]
4 2.0 × 10−6 to 2.0 × 10−2 19.6 3.4–5.0 5 Fe3+ 90 [16]
5
6

t
s
r
[
x
s
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A
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t
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[

[

[

[

[

[

[

[

[

1.0 × 10−6 to 1.6 × 10−1 19.6 3.0–8.5
5.0 × 10−7 to 1.0 × 10−1 19.7 3.5–5.0

a Not mentioned.

ime. Its performance has been compared with some important
ensors in Table 5. It is seen from the table that this sensor is supe-
ior to sensors of ETPTP [13], furil [14], tetradentate Schiff base
15], hydroxy-thio-xanthones [16] and 1-hydroxy-3-methyl-9H-
anthen-9-one [17] in terms of wider working activity range and
electivity. Thus, the proposed sensor is an important addition
n this field and can be used for the determination of Al3+.
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bstract

A new on-line sample digestion system using electromagnetic induction heating technique was developed for the determination of zinc and
anganese in tea leaf by flame atomic absorption spectrometry (FAAS). The homemade electromagnetic heating column (EMHC), whose effective

iameter was about 1 mm, was composed of a polytetrafluoroethylene (PTFE) outer tube and seven compactly packed PTFE coil-coated iron wires.
he pre-digested sample solution was pumped through EMHC and then transferred directly to FAAS for determination. An analytical throughput of
2 samples h−1 was obtained in the present system. Under optimal condition, the detection limits (3σ) of zinc and manganese were 4.2 �g L−1 and

.0 �g L−1, along with relative standard deviations (R.S.D.) of 3.2% and 3.6% respectively for zinc and manganese. Certified reference materials
BW 07602, GBW 07605 and GBW 08505 were analyzed to validate the proposed method, good agreement was achieved between the certified
alues and the obtained results.

2007 Elsevier B.V. All rights reserved.
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. Introduction

Flame atomic absorption spectrometry (FAAS) has been
hown to be a promising technique for the determination of
race heavy metals in view of its low costs and easy usage
1–4]. Some pretreatment procedures, including sample diges-
ion [5–7,21,22], pre-concentration [8–11], separation [12,13],
tc., are necessary for the determination of trace heavy metals
n environmental samples. Among them, sample digestion is a
ritical step.

By using flow injection (FI), it is possible to incorporate
n-line sample preparation with detection in an automatic proce-
ure to avoid laborious sample pretreatment [5–7]. Nowadays,
ocused microwave oven coupled to an on-line flow system is

ne of the most proposed methods for sample digestion [14–16].
he main characteristic of the focused microwave oven is the
ossibility to perform reproducible irradiation during a short

∗ Corresponding author. Tel.: +86 5513600021.
E-mail address: wgan@ustc.edu.cn (W.-E. Gan).

s
t
[

p
r
p
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me atomic spectrometry; Tea leaf samples

nd controlled reaction time. It has some advantages over clas-
ical methods including saving time and reagent consumption.
n addition, digesting samples in a closed system can reduce the
oss of volatile elements and atmospheric contamination. How-
ver, the high cost of instrumental required for safety microwave
perations should be mentioned.

Another heating technique, whose virtue can be compara-
le with focused microwave-assisted heating, is electromagnetic
nduction heating (EMIH). It has been widely used in many
ndustrial processes such as induction metal melting [17]. There
ere also reports about EMIH been used in processing silicon
afers [18] and in surface molding [19]. Besides, it is an effec-

ive method for the processing of food, drink, wood, etc., to save
nergy and reduce processing time [20]. Our previous work has
uccessfully applied it to sample preparation for the determina-
ion of Hg in fish samples [21] and mainstream cigarette smoke
22].
The main purpose of this study was to develop an on-line sam-
le digestion method of higher heating efficiency and heating
ate by employing electromagnetic heating technique. The pro-
osed method was successfully employed for the determination
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Table 1
FAAS operational parameters for the determination of Zn and Mn

Parameters Zn Mn

Wave length (nm) 213.9 279.5
Lamp current (mA) 1.3 1.5
Band pass (nm) 0.4 0.2
Measuring signal Peak height absorbance Peak height absorbance
Flame type Air acetylene Air acetylene
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phenol solution was prepared by dissolving appropriate phenol
in de-ionized water and then kept at around 0 ◦C in fridge. When
used, the solution was diluted to 25 mg L−1. De-ionized water
was used as carrier solution.
ir flow rate (L min ) 5.0
cetylene flow rate (L min−1) 1.0

f zinc and manganese in tea leaf samples. Special interests were
ocused on the study of the parameters influencing the on-line
igestion efficiency and FI variables.

. Experimental

.1. Apparatus

A Model WFX-120 atomic absorption spectrometer (Ruili
nalytical Instruments Factory, Beijing, PR China) was

mployed throughout. Zinc and manganese hollow cathode
amps (Dianguang Instrument Factory, Shanghai, PR China)
ere used as radiation source. Air-acetylene flame was adopted

or flame atomization. The measurement conditions were opti-
ized on signal-to-background ratio, and the instrumental and

perational parameters used in this work are presented in Table 1.
The schematic diagram of the FI-FAAS with on-line diges-

ion manifold is shown in Fig. 1(a). The system consisted of an
FIS-C peristaltic pump (Xi’an Ruimai Electronic Technology
o. Ltd., Xi’an, PR China), an electromagnetic induction oven

EMIO) (Shandong Jiuyang Co. Ltd., Shandong, PR China),
nd a homemade electromagnetic heating column (EMHC) that
as made of a polytetrafluoroethylene (PTFE) outer tube (50 cm

ength × 4.2 mm i.d.). Seven iron wires (49 cm length × 1.2 mm
iameter) sealed in thinner PTFE coil (1.2 mm i.d. × 1.4 mm
.d. × 50 cm length) were filled in the PTFE outer tube com-
actly and were parallel to the tube. The sectional view was
hown in Fig. 1(b). The EMHC was coiled into a loop and placed
n the surface of EMIO. The basic working principle of EMIO
as been described in our earlier work [22]. One millimeter
.d. PTFE coil was employed as both inlet and outlet tubing of
MHC. This instrument was operated with a personal computer

nstalled with lab-compiled software.
WX-3000 microwave oven (Shanghai EU Chemical Instru-

ents Co. Ltd., PR China) was used for off-line sample digestion
s a comparison.

UV-9100 UV/VIS spectrophotometer (Ruili Analytical
nstruments Factory, Beijing, PR China) was used to detect the
ltraviolet absorption signal of phenol solution.

.2. Reagents
All solutions were prepared by using high purity de-ionized
ater (18 M� cm−1) obtained from a Milli-Q water purifica-

ion system (Millipore, Bedford, USA). High purity reagents or

F
i
e
fl
o

5.0
1.0

nalytical reagent-grade were employed for the preparation of
ll solutions. Stock standard solutions of zinc and manganese
1000 mg L−1) were prepared by dissolving appropriate amount
f the solid in 2% HNO3 (v/v). Working solutions were pre-
ared daily by dilution of stock solutions and adding appropriate
mount of nitric acid and perchloric acid. One thousand mg L−1
ig. 1. (a) The schematic diagram of the FI-FAAS with on-line digestion man-
fold. P1 and P2, peristaltic pump; V, three-way valve; C, connector; EMHC,
lectromagnetic heating column; EMIO, electromagnetic induction oven; FAAS,
ame atomic absorption spectrometer. (b) The sectional view of EMHC. OT,
uter tube; FC, solution flow channel; PTFE-C, PTFE coil; IW, iron wires.
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.3. Sample preparation

Tea leaf samples were firstly dried at 60 ◦C to a constant
eight. After grinding to pass through a 200-mesh sieve, tea leaf

amples were stored in a desiccator. Pre-digested sample solu-
ions were prepared by mixing 0.5000 g and 0.1000 g tea leaf
amples with 100 mL acid decomposition solution (3.5 mol L−1

NO3 + 1.0 mol L−1 HClO4) respectively for Zn and Mn deter-
ination. GBW 07605 (tea), GBW 08505 (tea) and GBW 07602

bush branch and leaves) obtained from China National Research
enter for Certified Reference Materials were subjected to the

ame treatment except for grinding.

.4. General procedure

Before EMIO starting to work, expelled air from digestion
oil by pumping de-ionized water and made sure that the diges-
ion coil was full of water, because the high temperature of iron
ires would damage the EMHC without water.
The flow system is depicted in Fig. 1(a). Firstly, set the EMIO

orking power at 150 W and warmed-up for 60 s. The sample
olution was drawn by P1 at a flow rate of 3.6 min L−1 for 15 s.
hen, P1 was turned off and the three-way valve was switched
ver to let water carrier be pumped in by P2 at the same flow
ate for 35 s. After that, another sample solution was drawn from
TFE bottle. Calibration standards were operated in the same
ay. The main reason for operating in this way was to prevent

nteraction between two sample zones, which would generate
crossover between two absorption peaks. Besides, samples
ere transported to the spectrometer by de-ionized water car-

ier stream can save consumption of samples and acid digestion
olution.

Off-line sample digestion was carried out by placing 0.5000 g
nd 0.1000 g tea leaf samples in PTFE vessels for Zn and Mn
etermination, respectively. After adding 4 mL conc. HNO3 and
mL 30% H2O2, the vessels were placed in the microwave
ven for off-line digestion. The digestion program consisted of
wo stages: stage 1 (120 ◦C, 0.5 Mpa, 5 min); stage 2 (140 ◦C,
.0 Mpa, 10 min). When digestion was complete, the solu-
ions were transferred to 100 mL volumetric flasks and made
p to volume by washing the PTFE vessels with de-ionized
ater.

. Results and discussion

.1. Optimization of EMIH parameters

EMIH is a fundamental extension of Maxwell’s equations.
magnetic field oscillating transverse to the surface of the

eated material and induces eddy currents in a thin-layer region
eneath the surface of the heated material, then the material can
e directly heated on the basis of Joule’s law. The energy required
or eddy currents to circulate around the working material within

he induction area depends on power absorption p from electric
eld, which can be written as Eq. (1) [23]:

= 0.5fε0ε
′E2 tan δ (1)

c
b
e
6

Fig. 2. Relationship between temperature and heating power of EMIO.

here f is the alternating current frequency, ε0 the permittivity
f free space, ε′ the real component of the dielectric response, E
he electric field intensity, tan δ is the loss tangent of the material.
he loss tangent can be separated into two parts: dipole relax-
tion (tan δa) and the conduction current (ohmic) components
tan δs):

an δ = tan δa + tan δs = ε′′

ε0ε′
+ σ

fε0ε′
(2)

here σ represents the material conductivity and ε′′ is the
maginary part of the dielectric permittivity associated with
olarization relaxation. Eq. (1) in combination with Eq. (2) indi-
ates that power absorption can be increased by increasing f and
, as well as by selecting high conductivity material. Iron and
teel are two commonly used ferromagnetic materials. Com-
ared with steel, iron has higher conductivity, so it was selected
s the heating material in our work.

The thin-layer region beneath the heated material is defined
s the penetration depth, which can be described by:

= 1√
πμσf

(3)

hereμ is the magnetic permeability. Calculated by Eq. (3), the
enetration depth of iron was about 0.02 mm when the alternat-
ng current frequency of EMIO is 20,000 Hz. It indicates that
eat energy mainly concentrates on the heated material surface.
herefore, high heating efficiency could be obtained when sam-
le solution flows along the surface of PTFE-coated iron wires
n EMHC.

Firstly, we investigated the relationship between temperature
nd different heating powers (50 W, 100 W, 150 W, 200 W) at
constant flow rate of 3.6 mL min−1 (Fig. 2). The results indi-
ated that the required digestion temperatures could be obtained
y means of selecting heating powers. The time of reaching
quilibrium temperature was about 60 s, so a warm-up period of
0 s was needed before measurement of sample.
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Table 2
The appropriate EMHC length for different sample weights

Sample weight (g) EMHC length (cm)

0.0250 20
0.0500 20
0.1000 25
0.2500 35
0.5000 50
0
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The effect of varying the flow rate on absorption intensity
was investigated in the range of 2–6 mL min−1. By increasing
flow rate, the absorption intensity could be strengthened. This is
.8000 90

.0000a –

a Sample caused the clogging of solution flow channel.

The effect of heating temperature on signal intensity was
valuated ranging from room temperature (30 ◦C) to 105 ◦C. It
as found that the signal intensity increased till the temperature
p to 95 ◦C, then reached a plateau. When the temperature of
ample solution was over 100 ◦C, lots of bubbles would form
nd affect FAAS determination. Therefore, the heating temper-
ture was set at 98 ◦C, and the corresponding heating power was
50 W.

The dilution factor and sample zone extension were consid-
red to choose the dimension of EMHC. As for FAAS detection,
he appropriate dispersion coefficient of FI system is about 1–2
24]. Larger EMHC diameter causes obvious expansion of sam-
le zone, which leads to the decrease of absorbance signal. On
he other hand, the EMHC should have adequate diameter for
ufficient sample digestion time at a certain flow rate. For these
easons, a 4.2 mm i.d. PTFE tube compactly packed with seven
.4 mm o.d. PTFE-coated iron wires was used as the EMHC.
ere, its effective diameter was about 1 mm.
For selecting an appropriate EMHC length, both the stability

nd the intensity of absorption signal were taken into account in
ur work. Shorter EMHC length resulted in incomplete digestion
nd poor absorption intensity stability due to having small parti-
les in solution. Furthermore, the dissolved solids even provoked
he problem of burner clogging. The appropriate EMHC length
as obtained when the absorption signal reached a plateau and
id not increased along with the length of EMHC. The results in
able 2 indicated that the maximum allowance of sample weight
as 0.8000 g in present EMHC, and sample weight more than
.0 g would cause blockage of solution flow channel. Consider-
ng the concentrations of Zn and Mn in tea leaf samples, sample
eight of 0.5000 g and 0.1000 g were chosen for the determi-
ation of Zn and Mn in our experiments. Accordingly, a 50 cm
ength EMHC was used for further determinations. It should be
ote that the length of EMHC would need a proper optimization
or new applications.

.2. Optimization of FI parameters

The effect of inner diameters of both inlet and outlet tubing
f EMHC on dispersion coefficient was studied by detecting the
ltraviolet absorption intensity of 25 mg L−1 phenol solution at

ts absorption peak 270 nm. Inner diameters of 0.5 mm, 0.8 mm,
.0 mm, 1.2 mm and 1.5 mm tubings were studied. The absorp-
ion intensity of phenol solution was shown in Fig. 3. The largest
ignal intensity could be achieved when the diameters of inlet

F
a
o

ig. 3. Effect of different inner diamerers of inlet and outlet tubing of EMHC
n dispersion coefficient of FI system by detecting the ultraviolet absorption
ntensity of 25 mg L−1 phenol solution at 270 nm.

nd outlet tubing were both 1.0 mm, which was in accordance
ith the effective diameter of EMHC. Thus 1.0 mm i.d. PTFE

oil was selected as inlet and outlet tubing.
Influence of sample volumes on dispersion coefficient was

lso studied by detecting the ultraviolet absorption intensity of
5 mg L−1 phenol solution. It was found that the signal inten-
ity increased as the sample volume increased from 0.3 mL to
.5 mL (Fig. 4), i.e. increasing sample volume would decrease
ispersion coefficient. On the other hand, larger sample vol-
me resulted in a lower analytical throughput. Therefore, 0.9 mL
ample volume was chosen in our analytical procedure. Here,
he absorption intensity of 25 mg L−1 phenol solution was 0.38;
he dispersion coefficient of EMHC was 1.80. At the flow rate
f 3.6 mL min−1, an integral sample determination needed 50 s,
o an analytical throughput of 72 h−1 was achieved.
ig. 4. Effect of different sample volumes on dispersion coefficient of FI system
t the flow rate of 3.6 mL min−1 by detecting the ultraviolet absorption intensity
f 25 mg L−1 phenol solution at 270 nm.
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Table 3
Recoveries of Zn and Mn from tea certified reference material GBW 07605 by using different digestion media (n = 6) (%)

Total acid concentration (v/v) The volume proportion of HNO3 and HClO4 (HNO3:HClO4)

8:1 4:1 8:3 2:1

Zn Mn Zn Mn Zn Mn Zn Mn

20% 68 53 71 65 80 72 73 68
30% 82 76 86 90 103 98 96 89
40% 88 81 92 89 96 103 94 102
50% 92 101 104 97 102 105 98 101

Table 4
Analytical results of Zn and Mn in tea leaf samples (n = 6) (�g g−1)

Sample Found valuea Found valueb Found valueb,c Recoveryc (%)

Zn Mn Zn Mn Zn Mn Zn Mn

1 46.8 ± 1.5 1075 ± 15 45.0 ± 1.4 1065 ± 22 96.3 ± 1.6 2033 ± 31 103 97
2 50.2 ± 1.9 952 ± 15 48.2 ± 1.2 965 ± 12 98.8 ± 1.5 1922 ± 26 101 96
3 53.1 ± 1.7 757 ± 10 52.5 ± 1.8 740 ± 15 99.7 ± 2.3 1637 ± 19 94 90
4 34.8 ± 0.8 1233 ± 18 35.0 ± 1.1 1225 ± 24 83.5 ± 1.9 2280 ± 27 97 106
5 39.4 ± 1.2 1078 ± 17 38.5 ± 0.8 1090 ± 13 87.3 ± 1.7 2054 ± 25 98 96
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Table 5
Results of Zn and Mn determination in certified reference material

Certified value (�g g−1) Found value (�g g−1)

Zn Mn Zn Mn

GBW 07602 20.6 ± 2.2 58 ± 6 19.8 ± 0.5 60 ± 3
GBW 07605 26.3 ± 0.9 1240 ± 40 25.6 ± 0.8 1228 ± 26
G

T

r
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w
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t
a
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a Results obtained by using the off-line digestion.
b Results obtained by using the proposed method.
c Results obtained after adding 50 �g g−1 Zn and 1000 �g g−1 Mn.

imilar to the previous report that flow rate higher than the uptake
ate of FAAS (3.5 mL min−1) would provide better signals [25].
igher flow rate was not recommended because the residence

ime in EMHC was too short for sample to be decomposed well
or FAAS detection, whereas lower flow rate would prejudice
he analytical throughput. Karlberg and Pacey has pointed out
hat to a selected FI system, flow rate did not affect dispersion
oefficient in the range of 1.6–4 mL min−1 [26]. So the flow rate
f 3.6 mL min−1 was selected in our work.

.3. Selection of acid decomposition solution

For on-line sample digestion, concentrated nitric acid should
e avoided due to fume generation in lab ambient and observed
orrosion of equipment. Firstly, three diluted acids (HNO3,
NO3 + HClO4, HNO3 + HCl) at a total acid concentration of
0% (v/v) were studied. It was observed that HNO3 + HClO4
ave better recoveries for tea certified reference material GBW
7605. Then, the concentrations of HNO3 and HClO4 were
elected in a systematic way (as checked the recoveries of Zn
nd Mn from GBW 07605) (Table 3). The results indicated that
NO3 and HClO4 at a volume proportion of 8:3 was more effi-

ient, and the total acid concentration of 30% (v/v) was sufficient
o allow the interest elements extraction (recoveries of Zn and

n were 103% and 98%), so it was selected as acid decompo-
ition solution, i.e. the composition of the acid decomposition
olution was 3.5 mol L−1 HNO3 + 1.0 mol L−1 HClO4.
.4. Analytical performance and method validation

The calibrations were performed by using standard solutions
f Zn and Mn prepared in acid decomposition solution. The

4

d

BW 08505 38.7 ± 3.9 766 ± 28 39.2 ± 1.5 745 ± 15

he concentration was defined as mean value ± S.D. (n = 3).

egression equations were A = 0.020 + 0.592CZn, r = 0.997 and
= 0.006 + 0.174CMn, r = 0.999; where C was the concentration

xpressed in �g mL−1. The calibrations graphs of Zn and Mn
ere linear up to 0.6 �g mL−1 and 4 �g mL−1. Detection limits

3σ) were 4.2 �g L−1 for Zn and 3.0 �g L−1 for Mn. The repeata-
ilities, evaluated by the relative standard deviation (R.S.D.) for
ertified reference material were 3.2% for Zn and 3.6% for Mn
n = 10).

Analytical results obtained by the proposed method were in
ood agreement with the results obtained by using off-line diges-
ion (Table 4). The concentrations of Zn and Mn in tea leaf
amples were found to range from 33.9 �g g−1 to 54.3 �g g−1

nd from 725 �g g−1 to 1249 �g g−1, respectively.
The proposed method was validated by analyzing three cer-

ified reference materials: GBW 07605 (tea), GBW 08505 (tea)
nd GBW 07602 (bush branch and leaves). The results were in
ood agreement with certified values (Table 5).
. Conclusion

The present work has demonstrated a new concept for sample
igestion based on electromagnetic induction heating technique.
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bstract

Cy5 dye is widely used as a biomarker in the research fields of life science because of its excitation at wavelengths above 600 nm where aut-
fluorescence of bio-matter is much reduced. However, Cy5 dye could not be encapsulate into silica directly to form stable nanoparticles by using
f the traditional methods. In this paper, an improved method had been developed to prepare Cy5 dye doped core-shell silica fluorescent nanopar-
icles (SFNPs), employing biomolecules conjugated Cy5 as the core material and silica coating produced from the hydrolysis TEOS (tetraethyl
rthosilicate) in the water-in-oil microemulsion. To obtain stable Cy5 dye doped SFNPs with core-shell structure, five kinds of biomolecules with
ifferent iso-electric point (pI) have been selected to conjugate Cy5 for preparation of core-shell SFNPs. Results demonstrated that very bright
nd photostable Cy5 doped core-shell SFNPs could be both prepared by use of positive polysine conjugated Cy5 or IgG conjugated Cy5 as the
ore material, respectively. IgG conjugated Cy5 doped core-shell SFNPs was selected as a demonstration to be characterized and applied as a
ear-infrared fluorescent marker in cell recognition. The results showed that Cy5 doped core-shell SFNPs prepared by conjugating with a positive
iomolecules IgG as the core material were luminescent and stable. About 110 Cy5 dye molecules could be doped in one nanoparticle with size

f 42 ± 5 nm. The breast cancer cells had been selectively recognized by use of the near-infrared fluorescent marker based on the Cy5–IgG doped
ore-shell SFNPs. And the results demonstrated that this Cy5 doped core-shell SFNPs fluorescence marker was superior to the pure Cy5 dye marker
or cell recognition in photostability and detection sensitivity.

2007 Published by Elsevier B.V.
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eywords: Cy5 dye; Core-shell SFNPs; Near-infrared fluorescent marker; Cell

. Introduction

The fluorophore, Cy5 dye, is one of the most important
yes that has been gotten important application in the research
elds of life science, such as microarray-based analysis, DNA
equence, fluorescence immunoassay, flow cytometery, clinical
iagnose and so on [1–4]. The absorption and the emission
avelengths of Cy5 dye are in the red spectral region, which

s sufficiently removed from the intrinsic fluorescence of most
iological tissues and the scatter of the glass service or solvent,

hereby suppressing the background noise. However, Cy5 dye is
lso not stable in the ambient environment. Fare et al. reported
y5 showed significant degradation when it was exposed to

∗ Corresponding author. Tel.: +86 731 8821566; fax: +86 731 8821566.
E-mail address: kmwang@hnu.cn (K. Wang).
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nition

zone levels of 5–10 ppb for periods as short as 10–30 s [5].
his degradation significantly affects the uniformity and repro-
ucibility of fluorescent signals across DNA microarrays. A
ye-protecting solution is usually needed to prevent both the
y5 signal degradation and the associated loss of data quality at
levated ozone concentrations. Cooper and co-workers reported
y5 was sensitive to proton concentration [6]. So it is important

o provide a new technique to enhance the performance of Cy5
ye.

Recently, with development of nanotechnology and nanofab-
ication techniques, attention has also focused on synthesis of
uorophore-doped core-shell nanoparticles (NPs), which can
rotect the fluorophore from environmental factors because

hey are shielded inside a certain shell matrix. The fluorophore
oped inside the shell matrix still demonstrated the fluorescence
haracteristics [7–33]. Among the fluorophore-doped core-shell
Ps, fluorophore doped silica fluorescent nanoparticles (SFNPs)
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repared by nucleation and shell coating through the hydroly-
is of silane in water in oil (W/O) microemulsion containing
alue of facilitating bio-modification, biocompatibility, higher
etection sensitivity and photostability has been well applied
n cell recognition, bacterial detection, DNA analysis and so
n [19–33]. However, the Cy5 dye could not be encapsulate
nto silica directly to form stable core-shell SFNPs for electro-
tatic repulsion between the negative Cy5 dye and the negatively
harged silica matrix in neutral pH [34]. Zhou [35] had devel-
ped a method to prepare cyanine dye-doped silica core-shell
Ps by using Au colloid conjugated with dye molecules as the

ore. The Au colloid core conjugated with dye molecules was
rst prepared through the thiol functional group of the cyanine
yes labeled oligonucleotide with the surface of the Au colloid,
nd then embedded in the silica shell produced from the hydrol-
sis of organosaline. Cy5-doped Au/silica core-shell NPs and
y3-doped Au/silica core-shell NPs were successfully prepared
y this method. While this method suffered from the complicated
rocess and cost of the thiolated oligonucleotide. Herein, there
s still considerable incentive to develop simple and economical
pproaches for preparation of Cy5 dye doped NPs.

In this paper, we demonstrated a method for preparation of
n improved class of Cy5 doped core-shell SFNPs and used
t as a highly sensitive and photostable label in cells recog-
ition. To successfully entrap Cy5 inside a silica matrix, Cy5
as first conjugated with biomolecules such as protein or pep-

ide. Then the Cy5 doped core-shell SFNPs have been prepared,
mploying biomolecules conjugated Cy5 as the core and the sil-
ca produced from the hydrolysis TEOS (tetraethyl orthosilicate)
s the shell by use of the reported water-in-oil microemulsion
echnique [24]. We have, respectively, investigated five kinds of
iomolecules with different pI conjugated Cy5 as the core mate-
ial. The results displayed that very bright and photostable Cy5
oped core-shell SFNPs can be both prepared by use of posi-
ive IgG conjugated Cy5 or polysine conjugated Cy5 as the core

aterial. IgG conjugated Cy5 doped core-shell SFNPs was fur-
her selected as a demonstration to be characterized and applied
s a marker in cell recognition. The results showed that the stable
gG conjugated Cy5 doped core-shell SFNPs were uniform in
ize and still displayed maximum excitation in the near-infrared
pectral region. A novel near-infrared fluorescence marker has
een based by use of the Cy5–IgG doped core-shell SFNPs. The
reast cancer cells have been selectively recognized by use of
his fluorescence marker. And the results demonstrated that this
table Cy5 doped core-shell SFNPs fluorescence marker was
uperior to the pure Cy5 dye marker in detection sensitivity for
ts doping about 110 Cy5 dye molecules in one nanoparticle. It
ould provide a new technology to enhance the application of
y5 dye in the research of biomedicine.

. Experimental

.1. Reagents and materials
Cy5 NHS ester was obtained from Amersham. C-erb-B2 was
ought from Beijin Zhongsha Biotechnologies Co. Ltd. All other
hemicals were of reagent grade and were used without fur-

t
T
a
S

(2007) 1519–1526

her purification. Double distilled water was used for all the
xperiments. Breast cancer cells (MCF-7) were provided by
he Cell Center of our lab. Cells were inoculated at a density
f 1 × 105 cells/well in six-well plate with a glass slide on the
ottom of the plate at 37 ◦C on the RPMI1640 (GIBCO USA)
edium with 10% fetal calf serum in a 5% CO2.

.2. Instruments

All fluorescence measurements were performed by Hitachi
-2500 fluorescence spectrophotometer (Kyoto, Japan). The
FNPs were measured with Transmission Electron Microscope
TEM) (JEOL JEM-1230). Cells and SFNPs were visualized
y use of FV500-IX70 laser confocal microscopy (Olympus
apan). Cells were cultured by use of CO2 culture ark (Nu-4750E
UAIR U.S.A.).

.3. Experimental details

.3.1. Preparation of Cy5 doped core-shell SFNPs
Cy5 was first conjugated with a kind of biomolecules as

he reported methods [36]. In this paper, polylysine (MW
0,000–15,000), IgG (MW 150,000), BSA (MW 68,000),
nsulin (MW 5,700) and pepsin (MW 42,500) have been used
o conjugate Cy5, respectively. Then different NPs was syn-
hesized, respectively, by selecting Cy5–polylysine, Cy5–IgG,
y5–BSA, Cy5–insulin, Cy5–pepsin and pure Cy5 dye as the
ore materials, employing water-in-oil microemulsion technique
s reported before [21]. Briefly, a solution containing cyclo-
exane, TritonX-100, n-hexanol (with volume ratio 4:1:1) was
ixed with adequate water and stirred for 5 min, followed by

he addition of aqueous biomolecules conjugated Cy5 dye solu-
ions, respectively, as the core material. In the presence of TEOS,
olymerization reaction was initiated by adding concentrated
H4OH. The reaction was allowed to continue for 24 h to pro-
uce silica NPs. Then, the NPs were isolated by acetone and
ashed with ethanol and water for several times to remove

urfactant molecules.

.3.2. Investigation on formation of stable Cy5 doped
ore-shell SFNPs

In order to detect whether the stable Cy5 doped core-shell
FNPs can be formed by use of different biomolecule conju-
ated with Cy5 dye as the core material, the prepared NPs were
uspended in water and washed for many times. The relative flu-
rescence intensity of the water-washed NPs was, respectively,
easured. At the same time, the water-washed NPs were all

maged, respectively, with confocal microscopy.

.3.3. Characterization of the stable Cy5 doped core-shell
FNPs

IgG conjugated Cy5 doped core-shell SFNPs was selected as
demonstration to be characterized. The shape and the size of
he Cy5–IgG doped core-shell SFNPs was analyzed with TEM.
he leakage of Cy5 from the silica matrix, the photostability
nd the spectrum characterization of Cy5–IgG doped core-shell
FNPs have also been investigated.
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.3.4. Application of the near-infrared fluorescent marker
ased on Cy5–IgG doped core-shell SFNPs for cell
ecognition
.3.4.1. Biological modification of Cy5–IgG doped core-shell
FNPs. The C-erb-B2 antibody was coupled to the Cy5–IgG
oped core-shell SFNPs by using the followed cyanogen bro-
ide (CNBr) method as previous reported [24]. Prepared stable
y5–IgG doped core-shell SFNPs were suspended in 2 mL
mol L−1 sodium carbonate solution and ultrasonicated for
0 min. Solution of CNBr in acetonitrile (2 mg mL−1) was then
dded dropwise to the NPs suspensions under stirring for 10 min
t room temperature. The activated particles were washed suc-
essively with ice-cold water and PBS buffer (pH 7.6). Then,
he activated NPs were re-suspended in the PBS buffer (pH 7.6).
0 �L (1 mg mL−1) C-erb-B2 antibody diluted in PBS buffer
as added to these NPs suspension, and the mixture was stirred

ontinuously for 24 h at 4 ◦C. The final product was washed,
e-suspended in PBS buffer and stored at 4 ◦C for future exper-
ments.

.3.4.2. Incubation of the C-erb-B2 antibody modified Cy5–IgG
oped core-shell SFNPs with breast cancer cells. The cells were
ultured until the cover rate on the glass slide reached 70–90%.
fter the removal of the medium in the six-well plate, the glass

lide with cells was washed thrice with PBS buffer, and then
xed with 4% paraformaldehyde solution for 10 min at 4 ◦C. The
ells were first blocked with 500 �L 1% BSA for 1 h at room
emperature, and washed with pH 7.4 PBS buffer for three times.
hen the cells on the glass slide were incubated with C-erb-B2
ntibody modified Cy5–IgG doped core-shell SFNPs suspension
or 30 min at 37 ◦C. After incubation, unbound SFNPs were
ashed away with PBS buffer. The cells were observed and

nalyzed with confocal microscopy.

. Results and discussions

.1. The effect of different biomolecules conjugated Cy5
ye on formation of stable Cy5 doped core-shell SFNPs

Different NPs was synthesized, respectively, by select-
ng Cy5–polylysine, Cy5–IgG, Cy5–BSA, Cy5–insulin,
y5–pepsin and pure Cy5 dye as the core materials. The rela-

ive fluorescence intensity of the prepared NPs after washing
ith water for many times was shown in Fig. 1. The relative
uorescence intensity of the NPs adopted Cy5–polylysine and
y5–IgG as core material, respectively, still kept over 60%
f their initial intensity after washing with water for many
imes. However, the relative fluorescence intensity of the NPs
dopted Cy5–BSA, Cy5–insulin, Cy5–pepsin and pure Cy5
ye as core material, respectively, was all below 20% of its
nitial intensity. The reason for this is that both of IgG and
olylysine demonstrated positive at natural pH because the
I of IgG (pI = 8.0) and polylysine (pI = 9.7) are all over 7.

hen the negative core material Cy5 was attached a positive
imolecular, and can be easily doped inside the silica shell to
orm relatively stable core-shell SFNPs. Especially the pI of
olylysine is much high, and there is almost no leakage from

d
a
8

ashing with water for many times. (Curve 1, 2, 3, 4, 5 and 6 represented
he, respectively, prepared Cy5 NPs by using Cy5–PLA, Cy5–IgG, Cy5–BSA,
y5–pepsin, Cy5–insulin and pure Cy5 dye as the core materials.)

he shell after it was doped inside to form core-shell SFNPs.
hile the pI of BSA (pI = 4.8), insulin (pI = 5.3) and pepsin

pI = 1.0) is below 7, which caused they are negative at natural
H. Stable core-shell SFNPs all cannot be formed by attaching
SA, insulin or pepsin to Cy5.

At the same time, the prepared NPs were all imaged with con-
ocal microscopy after washing with water for many times, as
hown in Fig. 2. Both sets were collected under the same experi-
ental conditions (PMT 701V, Laser intensity 10.0, gain power

.5). The fluorescence of the silica NPs adopted Cy5–polylysine
nd Cy5–IgG as core material, respectively, were both visi-
le after they were washed with water for five times. The NPs
repared adopted Cy5–BSA, Cy5–insulin, Cy5–pepsin as core
aterial, respectively, demonstrated fluorescent when they were

ot washed with water. However, the fluorescence of the NPs
ere all invisible after they were washed with water for five

imes. And no fluorescence can be observed by only use of
ure Cy5 dye as the core material for preparation of Cy5 doped
ore-shell silica NPs. The confocal microscopy imaging of the
repared NPs also demonstrated that very bright and photostable
y5 doped core-shell SFNPs could be both prepared by use
f positive polylysine conjugated Cy5 or IgG conjugated Cy5
s the core material, respectively. In subsequent experiments,
gG conjugated Cy5 doped core-shell SFNPs was selected as a
emonstration to be characterized and applied as a near-infrared
uorescent marker in cell recognition.

.2. The characteristics of stable Cy5–IgG doped
ore-shell SFNPs

.2.1. Transmission electron microscope (TEM) images of
he Cy5–IgG doped core-shell SFNPs
The Cy5–IgG doped core-shell SFNPs suspension was added
ropwise onto the carbon-coated copper membrane, and dried
t room temperature. The size was measured by Hitachi-
00 transmission electron microscope. The results from TEM
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ig. 2. Fluorescence image of the Cy5 silica NPs washed for five times ((a)
y5–pepsin NPs; (f) pure Cy5 dye NPs. 0,1,2,3,4,5 were represented, respectiv

Fig. 3) showed that the NPs were 42 ± 5 nm in sizes and
niform.

.2.2. The amount of the Cy5 dye molecules doped per
anoparticles

The Cy5 dye molecules per Cy5–IgG doped core-shell
FNPs have been determined by use of viscosity and TEM
easurements (viscosity/TEM method) [37]. The viscosity of

he NPs suspension was first determined using a cone plate vis-
ometer (LVDV-III+cp) at 25 ◦C. Then the volume fraction of
uspended NPs was derived by Einstein in 1906, see Eq. (1).

/h0 = 1 + 2.5Φ (1)

where h is the viscosity of the NPs suspension, h0 is the
iscosity of the solvent without NPs (so h/h0 is the relative

iscosity), and Φ is the volume fraction of NPs. The viscosity
etermination showed that viscosity of the Cy5 doped core-shell
FNPs is 1.09, and the solvent is water. So the volume fraction
f suspended NPs is 0.036. And the total volume of Cy5 NPs

t
w
v
b

PLA NPs; (b) Cy5–IgG NPs; (c) Cy5–BSA NPs; (d) Cy5–insulin NPs; (e)
e prepared NPs after washing with water for different times).

repared in one time is 0.108 cm3. As the TEM characterization
howed that the Cy5 doped core-shell SFNPs prepared by using
y5–IgG as core material were uniform in size. To determine

he amount of the Cy5 dye molecules per NPs, the number of
he Cy5–IgG doped core-shell SFNPs per volume is obtained by
ividing the total volume of NPs per volume solution,Φ, by the
verage volume of a NPs obtained from the TEM, see Eq. (2).

= Φ/4/3π(d/2)3 (2)

where N is the number of NPs/volume, Φ is the volume
raction of particles determined by viscosity, 4/3π(d/2)3 is the
verage volume of a Cy5–IgG doped core-shell SFNPs, and d is
he volume-weighted diameter determined by TEM. The aver-
ge size of the Cy5–IgG doped core-shell SFNPs is 42 nm. And
hen the number of the NPs is 2.79 × 1015. And the amount of

he Cy5 dye molecules per NPs is then equal to the Cy5 dye
eight per unit volume, divided by the number of NPs per unit
olume. The total amount of the Cy5 dye per unit volume can
e derived through the absorption. The result showed that the
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ig. 3. TEM image of Cy5–IgG doped core-shell SFNPs at 17,5000× magnifi-
ation.

otal amount of the Cy5 dye per unit volume is 0.4 mg. So there
ere about 110 Cy5 dye molecules per SFNPs.

.2.3. Spectroflurometric measurements of the Cy5–IgG
oped core-shell SFNPs suspensions

Spectroflurometric measurements have also been used to
haracterize Cy5–IgG doped core-shell SFNPs. The maximum
xcitation and maximum emission of pure Cy5 dye solution
ere, respectively, at 650 nm and at 664 nm. And the Cy5–IgG
oped core-shell SFNPs suspension showed maximum excita-
ion at 653 nm and maximum emission at 667 nm. Compared to
he pure Cy5 dye solution, the complete spectrum of the SFNPs
uspensions was only red-shifted by 3 nm, indicating that the
pectra characterization of the Cy5 dye had not changed greatly
hen it was conjugated with IgG to be doped inside the silica
Ps. Then the Cy5–IgG doped core-shell SFNPs might be used

s a near-infrared fluorescent marker in bioanalysis.

.2.4. Photostability of Cy5 dye in the core-shell SFNPs
We have investigated the photostability of Cy5–IgG doped

ore-shell SFNPs in aqueous phase. The Cy5–IgG doped core-
hell SFNPs was taken for the photobleaching experiment in
olution phase with confocal microscopy. Both sets were col-
ected under the same experimental conditions (PMT 701 V,
aser intensity 25.0, gain power 3.5). The samples were excited

or 1800 s by successive scans. The average intensity was
ecorded and normalized to its initial value. With reference to
ig. 4, the Cy5–IgG doped core-shell SFNPs showed a little pho-

obleaching, the emission intensity decreased to 83.9% as that of
efore excited and the red signal were still clearly distinguished
o the eye. However, the intensity of pure Cy5 dye dropped to

8.3% as that of before excited. The results clearly demonstrated
hat the photostability of Cy5 was gotten increased when it was
onjugated to IgG and doped inside the silica matrix. The rea-
on for this may be that the positive Cy5–IgG then can be well

d
t
i
w

FNPs. All dispersed in a slide with excitation from a laser confocal microscopy
PMT 701V; Laser intensity 25.0). Curve 1: photostability of Cy5 dye; Curve
: photostability of Cy5–IgG NPs.

oped in the silica network through electrostatic interaction, and
hen the potential quenching substance was apart from the Cy5

olecules by the silica shell.

.2.5. Cy5 leakage form the core-shell SFNPs
The leakage of Cy5 from the core-shell SFNPs was deter-

ined according to the changing of the fluorescence intensity of
he NPs suspension. 0.1 mg prepared Cy5–IgG doped core-shell
FNPs was suspended in 1 mL PBS buffer. At scheduled inter-
als, SFNPs suspension samples were centrifuged for 15 min
t 12,000 rpm and re-suspended in a new 1 mL PBS buffer.
he total fluorescence intensity of Cy5 in the NPs suspension
as analyzed. The emission intensity of the Cy5–IgG doped

ore-shell SFNPs suspension still kept 95% as that of initial
ntensity after incubation for 20 h in PBS buffer and washing six
imes, suggesting that the Cy5 doped core-shell SFNPs could
ffectively avoid Cy5 leakage.

.2.6. Application of Cy5–IgG doped core-shell SFNPs as
near-infrared fluorescent marker for breast cancer cells

ecognition
.2.6.1. Recognition of breast cancer cells by use of Cy5 doped
ore-shell SFNP as a near-infrared fluorescent marker. As
hown in Fig. 5A, red aureola around the membrane was obvious
n the field of view of the confocal microscopy, due to the bind-
ng of the C-erb-B2 labeled Cy5–IgG doped core-shell SFNPs
o the membrane. On the contrary, the control experiments with
nly SFNPs unmodified with C-erb-B2 did not show any label-
ng signal around the breast cancer cells membrane, as shown
n Fig. 5B. The control experiments with C-erb-B2 labeled Cy5

oped core-shell SFNPs did not show any labeling signal around
he cos-7 cells membrane either (Fig. 5C). Above results clearly
ndicated that the Cy5–IgG doped core-shell SFNPs modified
ith antibody C-erb-B2 was able to perform as a selective
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Fig. 5. Confocal microscopy images of recognized breast cancer cell (200×) by use of Cy5–IgG doped core-shell SFNPs as a near-infrared fluorescent marker, (A)
b FNPs
( Ps, a
r
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reast cancer cell incubated with C-erb-B2 labeled Cy5–IgG doped core-shell S
C) cos-7 cells incubated with C-erb-B2 labeled Cy5–IgG doped core-shell SFN
espectively. (PMT 583V; Laser intensity10.0, gain power 1.9).

iomarker for breast cancer cell through receptor–ligand recog-
ition.

At the same time, we have compared the sensitivity of the

y5–IgG doped core-shell SFNPs conjugated with C-erb-B2
nd pure Cy5 dye labeled with C-erb-B2 for recognition of
he breast cancer cell. Both sets were collected under the same
xperimental conditions (PMT583V, Laser intensity 10.0, gain

d
l
t
m

ig. 6. Detection sensitivity comparison of different label method for recognition of
FNPs label method; (B) recognized cells by use of pure Cy5 dye label method.
, (B) breast cancer cell incubated with only Cy5–IgG doped core-shell SFNPs,
, b, and c represented fluorescent image, bright-field image and Merge image,

ower 1.9). Fig. 6 show the labeled cells images obtained by
hese two label methods, respectively, strong red fluorescence
round the cell membrane in the recognized breast cancer cells

emonstrated based on the Cy5–IgG doped core-shell SFNPs
abel method, and the relative average fluorescence intensity of
he label cells is 58.03. While the fluorescence around the cell

embrane was a little weaker by use of pure Cy5 dye labeled

breast cancer cells: (A) recognized cells by use of Cy5–IgG doped core-shell



X. He et al. / Talanta 72 (2007) 1519–1526 1525

F h pur
P ) Pho
S

C
a
m
S
C
1
c
H
a

3
S
d
w
fi
a
m
t
T
d
A
c
q
n
C
r
w
t
p

4

o
i
T
t
b
m
(

p
w
s
r
c
C
a
b
e
f

A

R
t
F
n
F
d

R

ig. 7. Photostability comparison of recognized breast cancer cell labeled wit
hotostability of recognized breast cancer cell with pure Cy5 label method. (B
FNP label method ((1) 0 min; (2) 3 min; (3) 5 min; (4) 8 min; (5) 10 min).

-erb-B2 in the control experiment group, and the relative
verage fluorescence intensity of the label cells is 19.87. The
ain reason for higher sensitivity of Cy5–IgG doped core-shell
FNPs labels maybe the number of the dye coupled to the
-erb-B2 antibody. We have just determined there were about
10 Cy5 dye molecules per SFNPs. In this way, one antibody
an be coupled to about 110 Cy5 dye molecules indirectly.
owever, there are only a few dye molecules coupled to one

ntibody in the pure dye label method.

.2.6.2. The photostability of the Cy5–IgG doped core-shell
FNPs label method. To test the photostability of the Cy5–IgG
oped core-shell SFNPs label method, the breast cancer cell
ere recognized with Cy5–IgG doped core-shell SFNPs modi-
ed C-erb-B2 and pure Cy5 dye labeled C-erb-B2, respectively,
nd was used for photobleaching experiments with confocal
icroscopy. Both sets were collected under the same experimen-

al conditions (PMT 643V, Laser intensity 10.0, gain power 1.9).
he samples were excited for 10 min by successive intense irra-
iation. Fluorescent images were acquired every few minutes.
s shown in Fig. 7, the fluorescent intensity of breast cancer

ell recognized by the pure Cy5 dye label method bleached very
uickly after 10 min of continuous illumination, and the red sig-
al of the dye was almost invisible. While cells recognized with
y5–IgG doped core-shell SFNPs label method had strong fluo-

escence under the same illumination conditions, the red signal
as still clearly distinguished to eyes. The results demonstrated

hat the Cy5–IgG doped core-shell SFNPs label provided more
hotostability in comparison with the pure Cy5 label method.

. Conclusions

In this paper, we have developed a method for preparation
f an improved class of Cy5 doped core-shell SFNPs and used
t as highly sensitive and photostable label in cells recognition.
he stable Cy5 dye doped core-shell silica fluorescent nanopar-
icles (SFNPs) were be easily prepared, employing positive
iomolecules such as IgG or polysine conjugated Cy5 as the core
aterial and silica coating produced from the hydrolysis TEOS

tetraethyl orthosilicate) in the water-in-oil microemulsion. The

[

[

[

e Cy5 label method and Cy5–IgG doped core-shell SFNPs label method. (A)
tostability of breast recognized breast cancer cell with Cy5 doped core-shell

repared stable Cy5 doped core-shell SFNPs were luminescent
ith about 110 Cy5 dye molecules doped in one nanoparticle and

till displayed maximum excitation in the near-infrared spectral
egion, which made it could be used as a near-infrared fluores-
ent marker in bioanalysis. A fluorescent marker was based using
y5–IgG doped core-shell SFNPs and has been successfully
pplied to recognize the breast cancer cells with higher photosta-
ility and detection sensitivity. It introduced a new technology to
nhance the performance of Cy5 dye, which was very important
or the application of Cy5 dye in bioanalysis and biochip.
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bstract

A novel method for the determination of peroxynitrite using folic acid as a fluorescent probe is described. The method is based on the oxidation
f the reduced, low-fluorescent folic acid by peroxynitrite to produce a high-fluorescent emission product. The fluorescence increase is linearly

elated to the concentration of peroxynitrite in the range of 3 × 10−8 to 5.0 × 10−6 mol L−1 with a correlation coefficient of 0.998, and the detection
imit is 1 × 10−8 mol L−1. Interferences from some metal ions normally seen in biological samples, and also some anions structurally similar to
eroxynitrite were studied. The optimal conditions for the detection of peroxynitrite were evaluated.

2007 Elsevier B.V. All rights reserved.
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. Introduction

Peroxynitrite chemistry is of remarkable interest with
ncreasing evidences showing the importance of peroxynitrite
n the development of oxidative damage in various patholo-
ies [1,2]. Peroxynitrite, generated from the diffusion-controlled
eaction between the nitrogen monoxide and superoxide radicals
3,4], can cause lipid peroxidation [5], chemical cleavage of
NA [6,7], inactivation of key metabolic enzymes (e.g., aconi-

ase [8,9], succinate dehydrogenase, ribonucleotide reductase,
nd cytochrome oxidase of the mitochondrial electron transport
hain [10,11]), and reduction in cellular antioxidant defenses by
xidation of thiol pools [12]. Peroxynitrite can also nitrate pro-
ein tyrosine residues, possibly leading to inactivation of tyrosine
inase [13] or the disruption of key cytoskeletal components
hat may contribute to the pathogenesis of diseases, includ-
ng inflammatory processes, ischemia-reperfusion, septic shock,

nd neurodegenerative disorders [14–16].

Due to the great importance of the research mentioned above,
he point of interest was concentrated upon the measurement of

∗ Corresponding author. Tel.: +86 27 87645674; fax: +86 27 87669560.
E-mail address: jchuang77@163.com (G.-L. Zou).
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eroxynitrite in both pathological and normal conditions in bio-
ogical systems. However, the peroxynitrite assay is extremely
ifficult because of the low concentration, high activity, and
lusive natures of peroxynitrite. Currently, most of techniques
or peroxynitrite measurement are indirectly based on chemical
etection of the decomposition products removed from bio-
ogical systems. Peroxynitrite generation is usually measured
y ultraviolet–visible (UV–vis) spectroscopy [17], chemilu-
inescence [18], immunohistochemistry [19], amperometry

20,21], electron spin resonance (ESR) [22,23], and fluorescence
24–26].

Two fluorogenic probes, dihydrodichlorofluorescein (DCFH)
nd dihydrorhodamine-123 (DHR-123), which are considered to
e ideal, have been widely employed to monitor peroxynitrite
n various systems [27,28]. The above methods are based on the
xidation of the reduced, non-fluorescent forms of fluorescent
yes such as fluorescein and rhodamine by peroxynitrite to pro-
uce the parent dye molecule, resulting in a dramatic increase
n fluorescence response. However, the synthesis of these probe

olecules is rather difficult and inconvenient [29]. Additionally,

he use of organic dyes is very likely to result in environmental
ollution, which should be avoided as possible as we can. Thus,
cheap, fast, and simple method to determine the peroxynitrite

s needed.
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3.2. Optimization of the general procedure

The effect of pH on the fluorogenic reaction was studied in
the range of 7–9.4 in barbital buffer solution, and the results are
284 J.-C. Huang et al. / Ta

Folic acid is made up of a pterin moiety (purine and pyrazine
used together) that is linked to the side chain containing p-
minobenzoic acid (pteroic acid) and glutamic acid. Folic acid
unctions as a cofactor in the transfer and utilization of one car-
on groups, which plays a key role in the biosynthesis of purines
nd pyrimidines and regeneration of methionine [30]. Recent
tudies showed that the pathogenesis of cardiovascular, hemato-
ogical and neurological diseases and cancer are associated with
he antioxidant activity of folic acid. Folic acid can act as a per-
xynitrite scanvenger [31,32] due to its high reaction rate with
eroxynitrite. Folic acid is a low-fluorescent substance, but the
xidation folic acid by peroxynitrite can give high-fluorescent
mission product. Comparing with the above mentioned two
yes, folic acid is relative inexpensive, not toxic to biological
ystem and stable in solution. The present study was designed to
uild a new fluorometric method for peroxynitrite determination.

. Experimental

.1. Chemicals

Folic acid (Shanghai Chem. Agent, Inc., Shanghai, China)
as prepared by dissolving appropriate amount of folic acid in
.001 mol L−1 NaOH and kept frozen, and the working barbi-
al buffer solution was prepared by dissolving 4.125 g barbital
odium in 500 mL distilled water and add 0.7 mL 1.0 mol L−1

Cl. All the reagents were of analytical reagent grade and were
sed without further purification, unless stated otherwise. Dou-
ly distilled water was used throughout.

.2. Synthesis of peroxynitrite

Peroxynitrite was synthesized according to the previous
escription [33]. An aqueous solution of 0.6 mol L−1 sodium
itrite was rapidly mixed with an equal volume of 0.7 mol L−1

2O2 containing 0.6 mol L−1 HCl and then immediately
uenched with the same volume of 1.5 mol L−1 NaOH. Then
ome MnO2 powder was added to the mixture solution to elim-
nate the excess H2O2, then the mixture was filtered and stored
t −18 ◦C. Peroxynitrite concentration was determined by UV
pectrometry at 302 nm (ε= 1670 L mol−1 cm−1) [29].

.3. Apparatus

Absorption spectra were obtained on a cary-100 UV–visible
pectrophotometer (Varian, USA). The fluorescence spectra
nd relative fluorescence intensity were measured with a
uorescence-4500 (Hitachi, Japan) with a 10 mm quartz cuvette,

he excitation and the emission wavelength slits were respec-
ively set at 5.0 and 10.0 nm. All pH values were measured with
pH S-301 digital ion meter.

.4. Procedure
In a set of 10 mL-volumetric tubes containing pH 9.4 bar-
ital buffer solution, 1.0 mL of folic acid (1.0 × 10−4 mol L−1)
nd different amount of peroxynitrite were added. The tubes

F
a
m
2

72 (2007) 1283–1287

ere closed and then quickly and carefully shaken. The reaction
olution was kept at room temperature for 5 min. The fluores-
ence intensity of the solution was recorded at 460 nm with the
xcitation wavelength set at 380 nm.

.5. Detection of peroxynitrite in biological samples

At first, the Hela cells were maintained in Dulbecco’s mod-
fied Eagle’s medium (Gibco-BRL) which contains 10% heat-
nactivated fetal calf serum, penicillin (100 U mL−1) and strep-
omycin (50 �g mL−1) in a 5% CO2 environment at 37 ◦C. Next,
hese cells were plated on a six-well chamber. When growing up
o 80% confluency, they were treated with various concentration
f adriamycin for 6 h. Then the adherent cells were detached by
rypsin treatment and washed twice with PBS containing 1%
SA. After that, these cells were added to barbital buffer solu-

ion containing 1.5 × 10−5 mol L−1 folic acid and were broken
sing an ultrasonic disintegrator. Finally, the suspension was
aken for analysis under the optimally experimental conditions.

. Results and discussion

.1. Spectra characteristics

Fig. 1 shows the fluorescence excitation and emission spectra
f folic acid and the mixture of folic acid with peroxynitrite in
arbital buffer solution (pH 9.4). Folic acid has low fluorescence
xcitation and emission spectra. However, high fluorescence
roduct generated by the introduction of peroxynitrite into the
olution of folic acid, resulting in dramatic increase in spectra
haracteristics with excitation maximum at 380 nm and fluores-
ence emission maximum at 460 nm.
ig. 1. Fluorescence excitation and emission spectra of the system. (A
nd a) Folic acid, 1.5 × 10−5 mol L−1; (B and b) folic acid, 1.5 × 10−5

ol L−1 + peroxynitrite, 2.0 × 10−6 mol L−1; pH 9.4 barbital buffer solution,
5 ◦C.
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Fig. 3. The kinetic characteristics of the detection system. (A) Folic
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the detection data reveals a good correlation and no statistical
difference compared with the standard data. It can be seen that
the new method is comparatively precise.
ig. 2. Effect of pH on the system. Folic acid, 1.5 × 10 mol L
peroxynitrite, 2.0 × 10−6 mol L−1; barbital buffer solution, 25 ◦C.

hown in Fig. 2. The data shown are average values of three
epeated determinations. As can be seen from Fig. 2, fluores-
ence intensity of the detective system increased greatly with
he pH value, and then leveled off as the pH value approached
o 9.4, which is near the upper limit pH value of barbital buffer.
he fluorescence intensity is pH dependent, because peroxyni-

rite can only exist for a short moment in neutral environment,
ut a much longer time in basic environment. For example,
he half-life of peroxynitrite is less than 1 s at pH 7.4. Most
eroxynitrite decayed before reacting with folic acid in neu-
ral environment, and with pH increased, it can become more
table and react with more folic acid. But when pH was too
igh, peroxynitrite became too stable to react with folic acid.
ence, pH 9.4 of barbital buffer was chosen for the fluorogenic

eaction.
The kinetic characteristics of the proposed detection sys-

em were studied. Upon the addition of peroxynitrite to the
olution of folic acid in barbital buffer, the fluorescence
ntensity of the detective system was recorded as a func-
ion of reaction time. From Fig. 3, we can see that the
uorescence intensity of the detection system reached its max-

mum value in about 230 s, then the fluorescence intensity
f the detective system almost remained unchanged. There-
ore, to obtain a highly sensitive and reproducible results,

5-min reaction time was selected in the following experi-
ent. Further results showed that the fluorescence intensity

f the detective system almost remained unchanged in a few
ours.

The effect of the concentration of folic acid on�F of the sys-
em was studied and the results were shown in Fig. 4. The data
hown are average values of three repeated determinations. From
ig. 4, it can be seen that �F of the detection system increased
hen the concentration of folic acid increased from 5.0 × 10−8
o 1.5 × 10−5 mol L−1 and the increase slowed down when the
oncentration of folic acid was up to 1.5 × 10−5 mol L−1, there-
ore, 1.5 × 10−5 mol L−1 of folic acid was recommended for the
ubsequent experiment.

F
m
(

cid, 1.5 × 10 mol L + peroxynitrite, 2.0 × 10 mol L ; (B) folic acid,
.5 × 10−5 mol L−1 + peroxynitrite, 2.0 × 10−7 mol L−1; pH 9.4 barbital buffer
olution, 25 ◦C.

.3. Analytical performance

Under the selected conditions given above, the fluorescence
ncrement shows a linear relationship with the concentration of
eroxynitrite in the range of 3 × 10−8 to 5.0 × 10−6 mol L−1

ith a correlation coefficient 0.998, which is shown in Fig. 5.
he detection limit, calculated according to the 3Sb/k criterion,

n which k is the slope of the range of the linearity used and Sb,
he standard deviation (n = 9) of the blank solution, is found to
e 1.0 × 10−8 mol L−1.

In order to demonstrate the accuracy of the new method, a
eries of peroxynitrite standard solutions are determined by the
roposed fluorometric method. The results are shown in Table 1,
ig. 4. Effect of the concentration of folic acid on the fluorescence incre-
ent of the system. Folic acid (different concentrations) + peroxynitrite

1.0 × 10−5 mol L−1). pH 9.4 barbital buffer solution, 25 ◦C.
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Fig. 5. The calibration curve in the range of 3 × 10−8 to 5.0 × 10−6 mol L−1

peroxynitrite. Folic acid, 1.5 × 10−5 mol L−1; pH 9.4 barbital buffer solution,
25 ◦C.

Table 1
Comparison of determination results (mol L−1) between this method and stan-
dard spectrophotometry

Sample no. Standard method This method Relative error (%)

1 5.0 × 10−7 4.76 × 10−7 5.0
2 8.0 × 10−7 7.88 × 10−7 1.5
3 1.6 × 10−6 1.61 × 10−6 −0.6
4
5
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Table 3
Standard additions and recovery data of cell samples

Sample
no.

Peroxynitrite
in samples
(10−7 mol L−1)

Peroxynitrite
added
(10−7 mol L−1)

Peroxynitrite
found
(10−7 mol L−1)

Recovery
(%)

1 3.36 1.0 3 98 91
10.0 11.15 83

2 2.62 1.0 3 22 88
10.0 11.33 90

3 1.26 1.0 1.91 85
10.0 9.68 86
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4

3.6 × 10−6 3.68 × 10−6 −2.2
4.6 × 10−6 4.75 × 10−6 −3

The interferences of the proposed probe for peroxyni-
rite were studied. A variety of interfering agents from some
mino acids, metal ions normally seen in biological samples
o anions structurally similar to peroxynitrite were added to

he detected system containing 2.0 × 10−6 mol L−1 peroxyni-
rite and 1.5 × 10−5 mol L−1 folic acid in pH 9.4 of barbital
uffer. Results in Table 2 show a fairly satisfactory selectiv-

able 2
he response for a variety of potential interferences expressed as a percentage
f the �F of peroxynitrite in pH 9.4 barbital buffer solution, 25 ◦C

nterference Concentration (10−6 mol L−1) Peroxynitrite (%)

eroxynitrite 2 100 (F = 906)
O3

− 1000 0.54
O2

− 100 −0.29

2O2 100 0.5
H2OH 1000 1.1
lucose 100 −0.2
ethionine 1000 −0.19
lycine 1000 −4.2
lutathione 1000 −5.0
scorbic acid 1000 −2.2
ric acid 100 −2.3
u2+ 20 −3.8
e3+ 20 −1.9
n2+ 20 −1.8

o
f
i
o
t
p
p
T
r
i
p
D
i
T
H
t
s
p
r

he final adriamycin concentration for samples 1–3 are 50, 30 and 15 �mol L−1,
espectively.

ty of the method. Especially the interference of H2O2 is quite
ow. Because the reactivity of peroxynitrite is 2000 times greater
han H2O2 [34]. But the interference of Cu2+, Mn2+ and Fe3+

s a little high, because these metal ions or their compounds
an react with peroxynitrite [35–37]. But these metal ion can
e inactivated by the addition of a chelated reagent such as
iethylenetriaminepentaacetic acid (DTPA).

.4. Analysis of biological samples

As is well known that peroxynitrite can be generated from
ell injury induced by adriamycin. Results of the fluorescence
ntensity and the recovery data of addition of external perox-
nitrite standard solutions to cells treated with adriamycin, are
hown in Table 3, which are average values of three repeated
eterminations. The recovery data is not good enough, because
he substances of broken cells in suspension can react with per-
xynitrite, which inhibits the reaction between folic acid and
eroxynitrite.

. Conclusion

In summary, a novel fluorescent probe for the determination
f peroxynitrite was proposed in this paper. As an indicator,
olic acid is easily available, reasonably inexpensive, and stable
n solution. The present method for the determination of per-
xynitrite is cheap, simple and sensitive. The response time of
he proposed probe for peroxynitrite is less than 5 min. Com-
ared with the commonly used probe DHR-123, the fluorescent
robe reported here has some advantages. (I) Higher sensitivity.
he oxidation of folic acid by peroxynitrite is linear over the

ange of 3 × 10−8 to 5.0 × 10−6 mol L−1, while the linear range
s within 1.0 × 10−6 mol L−1 for DHR-123. In addition, the pro-
osed probe has a detection limit of 1.0 × 10−8 mol L−1 whereas
HR-123 has a detection limit of 1.0 × 10−7 mol L−1 [38]. This

s desirable for probing of peroxynitrite in lower concentrations.
hese make it ideal for detecting peroxynitrite formation. (II)
igher stability. Folic acid demonstrates greater photostability
han those of DCFH and DHR-123, both of which are extremely
ensitive to light induced oxidation [39]. (III) The fluorescent
robe reported here is commercially available, and less likely to
esult in environmental pollution. Since folic acid is much likely
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bstract

A simplified and rapid determining/identifying method for residual sulfonamides (SAs) in milk by using Ether-type stationary phase, which
ade in our lab, was presented. The target analytes were extracted by mixing with ethanol–acetic acid (97:3, v/v) followed by centrifugation. The

rocedure used a Ether-type C8 column, isocratic elution with acetonitrile–water (5:95, v/v), and a photo-diode array detector. The linear range of
etermination was 50–10,000 �g/L for sulfanilamide and 100–10,000 �g/L for sulfadiazine, sulfamerazine, sulfamethazine. Average recoveries of

our SAs (spiked 0.5, 1.0 and 1.5 �g/mL) ranged from 80.1% to 87.6%, with relative standard deviations between 3.4% and 5.8%. The total time
nd solvent required for the analysis of one sample were <15 min and <1.0 mL of ethanol and 0.6 mL of acetonitrile, respectively. The developed
rocedure was nearly harmless to the human and environment.

2007 Published by Elsevier B.V.

c
M
G
A
a
g
t
p
i
b
t
w
t
w
e

eywords: Sulfonamides; HPLC; Ether-type stationary phase; Milk

. Introduction

Sulfonamide group of drugs is frequently used for prevention
r treatment of diseases to food-producing animals in China and
ll the countries of the world, respectively [1]. There is a risk
f drugs remaining in edible animal products like meat, milk,
gg and fish because of illegal use such as an excessive admin-
stration and an inappropriate withdrawal period. One of the
rugs, sulfamethazine is suspected to be carcinogenic and pro-
uce thyroid tumors in rodent [2] and others are known to cause
llergic reactions in human. Owing to their potential impact on
uman health, the European Union has adopted a maximum
esidue level (MRL) of 100 ng/mL in edible animal tissue [3,4].
herefore, there is a need for the development of sensitive and
elective method for monitoring their residue level in edible

nimal products.

An acceptable routine method must be simple, reliable, inex-
ensive, fast, less hazardous to operator and environment and

∗ Corresponding author at: P.O. Box 1009, Xiamen University, Xiamen
61005, China. Tel.: +86 592 2184860.

E-mail address: hxj@xmu.edu.cn (X. Huang).
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039-9140/$ – see front matter © 2007 Published by Elsevier B.V.
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apable of determining residues at concentrations less than the
RL. There are several analytical methods include HPLC [5–9],
C [10,11], CE [12,13] for the determination of sulfonamides.
mong them HPLC with ultraviolet detection is the most widely

pplied [14,15]. Since most sulfonamides (SAs) possess polar
roup, which can interaction with silanol groups on conven-
ional silica-based stationary phase, and broaden and tailing
eaks often appear during separation. Some measures such as
ncreasing the content of organic solvent in mobile phase, using
uffer solution and enhance column temperature should be taken
o improve separation results. While, using more organic solvent
ill poison to humans and environment, preparing buffer solu-

ion is time consuming, using buffer solution as mobile phase
ill harm column and instrument and need rinse column after

xperiment, elevating column will damage column. Furusawa
nd co-workers [7,16,17] have used ethanol/water as binary
obile phase to separate SAs. Ethanol is less harm to humans

nd environment than methanol and acetonitrile, but higher col-
mn temperature should be used in order to improve separation
esults and reduce column pressure. They [18] also used PEG
polyethyleneglycol) column to analyse five SAs under 100%

ater as mobile phase, good separate was obtained but also
eeded high column temperature.
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In this study, we use Ether-type C8 column, which made in
ur lab, to analysis four SAs in milk. Because of the existence of a
ulky group in the alkyl ligand of Ether-type C8, the interaction
etween SAs and residual silanol group on the silica surface
as inhibited. The chromatographic conditions are very simple.
he mobile phase contains only 5% acetonitrile, which effect on

he environment and humans is negligible, not need buffer and
igh column temperature during separation. The total time and
olvent required for the analysis of one sample were <15 min
nd <1.0 mL of ethanol and 0.6 mL of acetonitrile, respectively,
nder optimal conditions.

. Experimental

.1. Materials and reagents

Paper-packed cow’s milk served as a sample, and was stored
n a refrigerator until analysis. Sulfanilamide (SAM), sulfadi-
zine (SDA), sulfamerazine (SMA), and sulfamethazine (SMZ)
ere supplied by national institute for the control of phar-
aceutical and biological products. HPLC-grade acetonitrile
as purchased from Tedia Company (Fairfield, USA); Ana-

ytical grade ethanol was supplied by Shanghai Chemical Co.
td. (Shanghai, China); Water used throughout this study was
urified using a Milli-Q water purification system (Millipore,
SA).
Ether-type C8 (particle size 5 mm) (150 mm × 4.6 mm i.d.)

as prepared in our lab [19]. The structure was showed in Fig. 1.

.2. Apparatus

HPLC analyses were carried out on a ProStar LC chromato-
raphic system (Varian, USA) equipped with a binary pump
ProStar 218) and a diode array detector (ProStar 335) and
tar LC workstation. Sample injection was performed using a
E3725i manual sample injector with a 20 �L loop (Rheodyne,
otati, CA, USA). All experiments were performed at room

emperature.
The following apparatus was used in the sample preparation:

KQ-300B ultrasonic cleaner (Kunshan Instrumental Co. Ltd.,
iangshu, Chian); a microcentrifuge, Biofuge fresco (Kendo
ab. Products, Hanau, Germany).

.3. Preparation of standard solutions
Stock standard solutions of four SAs were prepared by dis-
olving each in water to concentration of 100 �g/mL. Mixed
tandard solutions of these SAs were prepared by diluting the

Fig. 1. The structure of Ether-type C8.
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tock solutions with water. The solutions were kept in a refrig-
rator for up to 1 month.

.4. Preparation of sample

The preparation of sample is very simple. A 0.5 mL sample
as placed into a microcentrifuge tube together with 0.2 mL
f ethanol–acetic acid (97:3, v/v) and homogenized with ultra-
onic homogenizer for 30 s. Then the tube was centrifuged at
0,000 × g for 5 min at 4 ◦C with a microcentrifuge. The super-
atant was injected directly on the LC column.

.5. Recovery test

The recoveries of SAM, SDA, SMA and SMZ from blank
ilk samples spiked at 0.5, 1.0 and 1.5 �g/mL were determined.
hese fortification concentrations were prepared by adding
0 �L of four mixed standard solutions of SAM, SDA, SMA
nd SMZ (25, 50 and 75 �g/mL, respectively) to separated 1 mL
ortions of the sample. Fortified samples were allowed to stand
t 4 ◦C for 1 h after sulphonamide standards addition and then
ixed prior to workup.

. Results and discussion

.1. Sample preparation

There are two routes to pretreat sample when analysis SAs
n milk. One is utilizing acid as precipitator to subside protein
n milk [7,20–22]. The other is using Ultrafree–MC membrane
o deproteinize the extracted solution [16,17]. Higher recovery
an be obtained when use Ultrafree–MC membrane to prepare
ample, but the membrane is more expensive than ethanol–acetic
cid. After investigation, acceptable recovery (>80%) can be
btained using ethanol–acetic acid as precipitator to deproteinize
he milk [7]. Thereafter, using ethanol–acetic acid (97:3, v/v) to
retreat the milk was adopted.

.2. Optimization of mobile phase

Conventional silica-based stationary phases are the most used
olumns. A problem that continues to plague those columns is
he incomplete reaction of the surface silanols on silica with
silanizing reagent. This may cause severe band tailing, broad
ands, low plate numbers and retention that vary from column to
olumn when separating polar samples, especially basic solutes.
ost SAs possess polar group, which can interaction with silanol

roups. Some boresome measures should be taken in order to
mprove separation results [7,16–18]. Due to the existence of a
ulky group in the alkyl ligand of Ether-type C8, the interac-
ion between polar analytes and residual silanol group on the
ilica surface was inhibited [23,24]. Thereafter, the Ether-type
tationary phase can separate polar analytes under simple mobile

hase, such as acetonitrile/water. At the same time, a ether group
embeds” in the alkyl ligand, so the stationary phase of ETBP
s more hydrophilic than conventional stationary phase and can
e performed under more water as mobile phase while does
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Fig. 2. HPLC chromatograms of four SAs on Ether-type C8 (a) and Agilent-
C
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Table 1
Recoveries and R.S.D. of target compounds from milk

Spiked (�g/mL) Recovery (%) (mean ± R.S.D., n = 5)

SAM SDA SMA SMZ
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3

a

8 (b). Conditions: mobile phase acetonitrile–water (5:95, v/v); flow rate
.5 mL/min; injection volume 20 �L; detector number 270 nm. Peaks (1) sul-
anilamide; (2) sulfadiazine; (3) sulfamerazine; (4) sulfamethazine.

ot damage the column [24]. In this study, acetonitrile/water
as used as binary mobile phase to separate four SAs. After

egulating the content of acetonitrile, four SAs were separated
ompletely within 8 min when only 5% acetonitrile was used
Fig. 2a). Fig. 2b showed the separated of four SAs on Agilent-
8 under the same chromatographic conditions. It can be seen

rom Fig. 2b that sulfanilamide and sulfadiazine were eluted
lmost at the same time, and the peak of sulfamethazine showed
s a “bread peak”, which indicated that there existed serious
nteraction between sulfamethazine and silanol groups on the
gilent-C8. Therefore, some measures such as using buffer solu-

ion or enhance column temperature should be taken to improve
eparation results when use above column. While very sharp
nd symmetrical peaks of the four SAs can be obtained on the
ther-type C8 under simple, low content of organic solvent and

eed not high column temperature.

Fig. 3 shows the separation result of spiked with four SAs
ilk under the optimal conditions on Ether-type C8. We can see

ig. 3. HPLC chromatograms obtained from milk samples: (a) spiked with four
ulfonamides milk sample and (b) blank milk sample. The conditions and peaks
he same as Fig. 2.
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.5 81.0 (3.5) 85.6 (4.9) 80.8 (5.0) 83.2 (5.8)

.0 81.2 (4.2) 81.5 (3.8) 84.2 (3.9) 87.6 (4.5)

.5 86.5 (4.0) 80.1 (3.4) 83.1 (4.6) 81.2 (4.2)

rom the figure that the extracts were free from interfering com-
ounds for quantification and identification during separation.
he total time required for the analysis of one sample was less

han 15 min.

.3. Calibration

The calibration graphs that generated by plotting peak areas
gainst amount were linear over the range 50–10,000 �g/L for
ulfanilamide and 100–10,000 �g/L for sulfadiazine, sulfam-
razine, sulfamethazine. The correlation coefficients for each
ompounds was >0.998. The detected limit for sulfanilamide
nd sulfadiazine were 30 and 60 ng/mL for sulfamerazine and
ulfamethazine. These detected limit were well below the maxi-
um residue limit (MRL) (100 ng/mL) established by European
nion [3,4].

.4. Recoveries

Table 1 summarizes the average recoveries from milk samples
t three different spiking levels (0.5, 1.0 and 1.5 �g/mL) and
heir relative standard deviations (R.S.D.). Average recoveries
f four SAs ranged from 80.1% to 87.6%, with relative standard
eviations between 3.4% and 5.8%. The recoveries and R.S.D.
eet the criteria for residue analysis of the Codex (recovery

0–110% and R.S.D. <20%) [25]. The good results indicate that
he proposed procedure is suit to routinely monitor SAs in milk.

. Conclusions

A simple and rapid method for determining sulfanilamide,
ulfadiazine, sulfamerazine and sulfamethazine in milk using
ther-type C8 as separation column was developed. The main
haracteristics of the proposed procedure are summarized as
ollows: shorter analysis time (total less 15 min per sample); high
recision (R.S.D. <6.0% in the recovery test); nearly harmless to
he environment (total solvent consumption <1.0 mL of ethanol
nd 0.6 mL of acetonitrile, respectively); low cost (low 0.12 US$
er sample). Therefore, this method is useful for practical residue
onitoring and studying pharmacokinetics of SAM, SDA, SMA

nd SMZ in milk.
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bstract

Ammonium fluoride was found to be very efficient modifier for the elimination of MgCl2 interference on Pb determination. Ammonium fluoride
robably converts strongly interfering volatile MgCl2 to less volatile MgF2 matrix that makes possible the release of Pb analyte at lower temperature,
efore the matrix starts to vaporize. It was observed likewise that NH4F removes the interferences mentioned, i.e. caused by MgCl2 presence, much
ore effectively as compared with some modifiers, before now recommended for this purpose. The application of this modifier to the determination
f Pb in 2% (m/v) MgCl2 has ensured the characteristic mass and LOD value in the original sample of 12 pg and 60 ng g−1, respectively (10 �l
liquots of sample). Applying the modifier to standards and samples enables the use of matrix-free standard solutions for attaining accurate analysis
s verified by recovery studies.

2007 Elsevier B.V. All rights reserved.
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. Introduction

Direct determination of Pb in high salinity matrix by GFAAS
s difficult since the matrix components induce both matrix and
pectral interferences. Spectral interferences are caused mainly
y the molecular absorption of NaCl in the ultraviolet range or
y light scattering by sodium chloride particles, while chem-
cal interferences are mainly caused due to the formation of
olatile halides or, e.g. by occlusion of the analyte in the chlo-
ide matrix [1–5]. The interference effects of MgCl2 matrix have
een found more severe than that of NaCl matrix by several
uthors [2,5,6]. The formation of halides with HCl in the vapor
hase has been treated theoretically in ref. [7], and the release
f HCl at elevated temperature by the hydrolysis of the hydrated
gCl2 salt was experimentally studied [8]. The release of HCl
y the decomposition of MgOHCl was also concluded [9].
To overcome these problems pre-concentration and separa-

ion techniques can be used [10]; nevertheless, these procedures

∗ Corresponding author. Tel.: +420 466037029; fax: +420 466037068.
E-mail address: Lenka.Husakova@upce.cz (L. Husáková).
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chemical modifier

re time-consuming. Application of chemical modifiers is fre-
uently used way to overcome these problems [11]. For this
urpose, chemical modifiers such as HNO3 and NH4NO3 [12],
d-nitrate alone or combined with Mg-nitrate or with some other
ifferent reagents [13–15] as well as different organic acids, see
.g. ref. [8] have been used. A specific advantage of the oxalic
cid modifier is that no carbon residue is left in the graphite tube
8,16].

It is shown in this work that NH4F is very efficient for the
limination of MgCl2 interference on Pb determination and is
uperior to some other chemical modifiers previously recom-
ended for this purpose.

. Experimental

.1. Reagents
Reagents of analytical grade or higher quality were used. All
olutions were prepared using deionized water. Water used in all
xperiments was purified using the UltraClear (SG, Germany)
ure water system to 0.05 �S cm−1.
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Table 1
Optimized electrothermal program with the use of NH4F modifier

Step Temperature (◦C) Time (s) Gas flow
(l min−1)

Ramp Hold

Injection 20 – – –
Drying 95 20 15 3.0

120 20 15 3.0

Pyrolysis 600a 5 10 3.0
600a 0 1 0.0

Atomization 1600a 0 2 0.0
Cleaning 2000 1 1 3.0
Cooling down 40 25 5 3.0

a The pyrolysis and atomization temperatures were, respectively, 600 and
1 ◦
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L. Husáková et al. / Ta

Lead stock solution (1 g l−1) was obtained from Analytika,
td. (Prague, Czech Republic). Nitric acid (65%, m/v) was
electipur quality (Lach-Ner, Neratovice, Czech Republic). The
olution of 1 g l−1 of Pd and 2 g l−1 of Mg was prepared by
ilution of an appropriate amount of a palladium solution of
0 g l−1 Pd in 10% (v/v) HNO3 (CPI International, USA) and
0 g l−1 of Mg with water. Magnesium nitrate of 10 g l−1 was
repared by dissolving of the appropriate amount of the salt
Lachema, Brno, Czech Republic) in water. Hydrofluoric acid
8–40% (m/v) was pro-analysis grade (p.a.) (Lachema, Brno,
zech Republic). Solutions of 10 and 100 g l−1 ammonium flu-
ride (Sigma-Aldrich Chemie GmbH, Steinheim, Germany) and
hat of ammonium nitrate (Lachema) were prepared by dis-
olving of these salts in water. Magnesium chloride (p.a.) was
urchased from Fluka (Buchs, Switzerland) and Merck (Darm-
tadt, Germany) and the working solutions (1, 10 and 50 g l−1)
ere prepared by dilution of an appropriate amount of the com-
onent in water.

.2. Instrumentation

Avanta P double beam atomic absorption spectrometer (GBC
cientific Equipment Pty. Ltd., Australia) equipped with GF
000 graphite furnace, autosampler PAL 3000 and deuterium arc
ackground corrector was used. Super lamp (Photron Pty. Ltd.,
ustralia) was the line source (lamp current 8 mA, wavelength
83.3 nm, spectral bandpass 0.5 nm). Peak area absorbance val-
es were measured. Pyrolytically coated graphite tubes (Schunk,
ermany, cat. no. 56GB715) with a pre-installed pyrolytic
raphite L’vov platform were used. Argon was used as sheating
as; the internal gas flow in the graphite tube was interrupted
uring the atomization step.

.3. Procedure

When the interference of MgCl2 matrix on the determina-
ion of Pb in the presence of different chemical modifiers was
tudied, 200 pg of Pb and 10–200 �g of MgCl2 was injected to
raphite furnace together with (i) 5 �g Pd + 10 �g Mg(NO3)2,
ii) 180 �g HNO3, (iii) 60 �g HF, (iv) 300 �g NH4NO3 and (v)
00 �g NH4F. For this purpose, 10 �l aliquot of the solution of
0 �g l−1 of Pb, the appropriate volume of MgCl2 solution and
he appropriate volume of individual modifier were injected as a
ingle deposition on the platform by means of autosampler. The
ame amount of the sample and different volume of modifiers
ill result in different final volumes injected to the cuvette which
ould have negative influence on reproducibility. To reach bet-

er reproducibility the volume was filled up with water to 20 �l
efore the injection. Regarding the use of NH4NO3, HNO3, HF
nd NH4F, such amounts of modifiers were chosen to ensure
he same [F−/Cl−] and [NO3

−/Cl−] mole concentration ratio.
hus, e.g. for 200 �g of MgCl2 matrix this ratio was 1.8.
In other experiments, e.g. when the analytical recoveries in
he presence of MgCl2 matrix were studied, 10 �l of 2% (m/v)

gCl2 alone or spiked with 10 �g l−1 of Pb and 2 �l of 100 g l−1

f NH4F were injected on the platform after the volume filling

v
F
f

500 C with and without matrix and without chemical modifier, 600 and
600 ◦C for NH4NO3, 500 and 1700 ◦C for HF and 1000 and 1900 ◦C for
d + Mg(NO3)2 modifiers.

p to 20 �l with water. This procedure ensures that 200 �g of
gCl2 with or without 100 pg of Pb and 200 �g of NH4F is

njected into the cuvette.
Five aqueous standards were used to obtain the calibration

urves and two standard additions were also made. The con-
entrations of solutions used have ranged from 5 to 50 �g l−1

f Pb. The calibration curves were linear in the concentration
anges of these standards. The direct calibration and standard
ddition method were controlled and compared by means of the
nstrument software. Correlation coefficients found were at least
.999 for direct calibration and 0.99 for standard additions. The
emperature program used throughout this work is presented in
able 1.

. Results and discussion

.1. Comparison of the selected chemical modifiers

The effect of increasing MgCl2 concentration on the net
ead signal in the presence of five different modifiers, Pd
nitrate) + Mg (nitrate), NH4NO3, HNO3, HF and NH4F was
tudied. The pyrolysis and atomization temperatures used for
easurement in the presence of individual chemical modifiers,

ased on measurement of pyrolysis and atomization curves, are
isplayed in Table 1. According to Fig. 1, it is evident that NH4F
s very efficient for the elimination of MgCl2 interference on Pb
etermination. In the presence of 200 �g of NH4F the same
mount of MgCl2 could be tolerated without changes of sen-
itivity. Time-scans of net lead and background signals in the
resence of matrix (200 pg Pb and 200 �g of MgCl2) without
nd with applying NH4F modifier are shown in Fig. 2a and
, respectively. In addition, time-scans of Pb atomic absorp-
ion signal with the use of modifier alone (Fig. 2c) and also
nder matrix-free conditions (Fig. 2d) are shown for compari-
on.
It can be supposed that NH4F, similarly to HF [17,18], con-
erts the chloride matrix to fluoride one. Nevertheless, as seen in
ig. 1, NH4F is much more effective to eliminate MgCl2 inter-
erence effect than HF and other previously applied modifiers
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Fig. 1. Influence of MgCl2 amount on the relative absorbance signal of 200 pg of
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b in the absence and in the presence of selected chemical modifiers. Pyrolysis
nd atomization temperatures in the presence of different modifiers were slightly
ifferent, as they appear in Table 1.
n comparison. This high effectiveness must be related to the
ormation of insoluble and non-interfering MgF2.

According to Fig. 1, nitric acid is less effective in the elim-
nation of chloride interference effect when compared with

ig. 2. Atomic (solid lines) and background (dotted lines) absorbance signals
or 200 pg of Pb in presence of (a) 200 �g MgCl2, (b) 200 �g MgCl2 + 200 �g
H4F, (c) 200 �g NH4F, and under (d) matrix and modifier free conditions.
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H4NO3, in agreement with literature [12]. This lower effec-
iveness can be attributed to the volatilization loss of nitric acid,
hich occurs too early during the drying step. On the other hand,
H4NO3 added is retained in the drying step and converted to
H4Cl that is volatilized in the early stage of pyrolysis step.
he less effective removal of chloride interference effect with

he addition of HNO3 was also attributed to its volatilization
oss by Yin et al. [19] and Daminelli et al. [20]. Similarly, it can
e supposed that the higher efficiency of NH4F in comparison
ith HF (Fig. 1) is due to the volatilization loss of HF. It is also

vident from Fig. 1, in accordance with the literature [14], that
nterference of MgCl2 could not be removed by the addition of
d + Mg(NO3)2 modifier.

The elimination of Pb signal depletion by MgCl2 matrix after
he addition of NH4F (Fig. 1) is likely the consequence of for-
ation of non-interfering MgF2. As it can be seen in Fig. 2, by

ddition of this modifier the background signal is reduced and
lso delayed to higher temperatures due to the vaporization of
ess volatile MgF2 in comparison with MgCl2 and its hydrol-
sis products. This can be confirmed based on boiling point
ata available from literature [21]. In case of NH4F addition
Fig. 2b), the Pb atomic absorption signal appears earlier (at a
ower temperature) than without addition, i.e. when the MgCl2
atrix is present alone. The observation of Pb atomic absorp-

ion signal at higher temperatures, when the MgCl2 matrix is
resent alone, can be explained based on the studies reported
n ref. [8]. Accordingly, the hydrated MgCl2 undergoes a par-
ial hydrolysis and the hydrolysis products vaporize as MgCl2
nd MgO at elevated temperatures. Under slow heating condi-
ions the vaporization of the chloride and the oxide are well
eparated, but under fast heating, applied also in this work, they
ovaporize in a broad temperature range. The background signal
Fig. 2a) corresponds likely to this covaporization and fraction
f lead analyte vaporized from MgO residue at higher tempera-
ures might be represented by the small Pb signal in Fig. 2a. On
he other hand, this very weak signal can also originate from the
mperfection of the applied D2 lamp background correction, i.e.
t is not necessarily Pb AAS signal. As it can be further seen in
igs. 1 and 2, the Pb atomic absorption signal did not decrease
y the addition of NH4F, with or without the presence of MgCl2
lthough the vaporization of Pb in a fluoride form can result in a
imited gas phase atomization as the dissociation energy of the

ono-fluoride (PbF) is quite high [21]. The addition of NH4F to
he Pb nitrate solution causes a delay of the Pb atomic absorp-
ion signal probably as a consequence of a more refractory Pb
pecies (Fig. 2c versus Fig. 2d).

.2. Analytical performance

The equation for direct aqueous calibration constructed
ollowing the procedure described in Section 2 and apply-
ng the temperature program given in Table 1 was as
ollows: y = 3.65 × 10−3 (9.73 × 10−5)x (where y = integrated

bsorbance and x concentration of the analyte (�g l−1); stan-
ard deviation of the slope is given in parentheses). The slopes
f calibration lines of the standard additions method for 2%
m/v) MgCl2 solution in the presence of 200 �g of NH4F were
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ery close to that of the aqueous standard. Deviations in slopes
or direct aqueous calibration and that of standard addition were
ound to be within 10%, which means that the effect of matrix
as under a good control at conditions described and direct

queous calibration can be used for quantification.
Limit of detection (LOD) and limit of quantification (LOQ)

alculated based on a repeated analysis of 2% (m/v) MgCl2 sam-
le with low Pb concentration as 3Sblk/m and/or 10Sblk/m, where
blk is the standard deviation of 10 blank measurements and m is
he slope of the calibration graph were 1.2 and 4 �g l−1, respec-
ively. The characteristic mass defined as such a mass of analyte
hich produces an integrated absorbance signal of 0.0044 s was
2 pg. Characteristic mass found in this study is lower than those
eported for Pb previously with different modifiers during the
nalysis of samples containing MgCl2 matrix, e.g. see water
amples [13,15].

In order to check the accuracy of the method for the analysis
f MgCl2 analytical reagents, we have investigated the recovery
f Pb added to a number of such reagents, since no reagents with
ertified Pb concentrations are available. For this purpose, the
olutions of 2% (m/v) MgCl2 spiked with 10 �g l−1 of Pb were
sed. When solutions with higher concentration of MgCl2 were
nalyzed, the large amount of a precipitate has created on the
latform and problems during the drying and also displacement
f the analyte from the cuvette can occur. Recoveries obtained
sing a direct aqueous calibration method were found in the
ange of 97–104% indicating that the proposed method permits
atrix-free determination of Pb in these analytical reagents. Tak-

ng into consideration the LOD and LOQ value corresponding
o 60 ng g−1, and/or 200 ng g−1 of Pb in original sample, the
ethod can be successfully used for an accurate determination

f Pb in MgCl2 analytical reagents with Pb concentration above
00 ng g−1. The precision of the method expressed as the relative
tandard deviation by five replicate measurements of 10 �g l−1

f Pb in 2% (m/v) MgCl2 was 2%.

. Conclusions

It is possible to claim from the presented results that NH4F is
ery efficient chemical modifier for removing of the interference
ffect of MgCl2.6H2O on the determination of Pb. It can be
pplied to the direct and accurate determination of Pb in MgCl2
nalytical reagents with concentration of Pb above 200 ng g−1.
he use of this proposed modifier thus features a quick and

legant solution of problems solved in the time being usually
y means of time-consuming separation techniques or by the
se of alternative analytical methods. Another advantage of the
roposed modifier is that it is available in a high purity and thus

[

[
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o problems with contamination were observed, which impacts
ositively LOD value. Regarding the mechanism of action of the
roposed modifier its successful application can be expected also
o the determination of some other elements strongly sensitive
n the presence of MgCl2 as well as to sea water analysis.
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bstract

A bismuth film electrode was tested and proposed as an environmentally friendly sensor for the determination of trace levels of Tl(I) in non-
eoxygenated solutions. Determination of thallium was made by anodic stripping voltammetry at a rotating-disc bismuth film electrode plated
n situ, using acetate buffer as the supporting electrolyte. The stripping step was carried out by a square wave potential-time excitation signal.

univariate optimisation study was performed with several experimental parameters as variables. Under the selected optimised conditions, a
inear calibration plot was obtained in the submicromolar concentration range, allowing the electrochemical determination of thallium in trace

mounts; the calculated detection limit was 10.8 nM and the relative standard deviation for 15 measurements of 0.1 �M Tl(I) was ±0.2%, for a
20 s accumulation time. Interference of other metals on the response of Tl(I) was investigated. Application to real environmental samples was
ested. The bismuth film electrode appears to be a promising tool for electroanalytical purposes, ensuring the use of clean methodology.

2007 Elsevier B.V. All rights reserved.
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. Introduction

Thallium is present in the environment in trace amounts.
missions from cement plants and combustion of fossil-fuel
re the main causes of thallium pollution [1]. Thallium is a
on-biological element, but it enters cells via K+ transport sys-
ems, since the ionic form of Tl+ is similar to K+ due to their
esemblance in ionic radii (Tl+: 164 pm, K+: 152 pm). Thallium
inds more tightly than potassium to N and S ligands [2] and
s very harmful for living organisms even at very low concen-
rations [3]. It is therefore important to develop sensitive and
ccurate analytical methods to determine trace levels of thallium

n environmental and food samples.

Although spectrophotometric techniques have been widely
sed to determine traces of thallium in different matrices [4–7],

∗ Corresponding author at: Departamento de Quı́mica e Bioquı́mica, Centro de
iências Moleculares e Materiais, Faculdade de Ciências, Universidade de Lis-
oa, Campo Grande, Ed. C8, 1749-016 Lisboa, Portugal. Tel.: +351 962763055.

E-mail address: mm.neto@netcabo.pt (M.M.M. Neto).
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039-9140/$ – see front matter © 2007 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2007.01.047
ipping voltammetry; Mercury-free electrodes

lectroanalytical methods also appear very suitable [8–13],
ecause they are reliable and sensitive and require less expensive
quipment. Anodic stripping voltammetry (ASV) is recognized
s a powerful technique for measurement of heavy metals
n trace amounts [14]. For this purpose, mercury electrodes,
amely the hanging mercury drop and the mercury film electrode
MFE), have been commonly used, due to the high hydro-
en overvoltage and the ability to form amalgams. Thallium
s very soluble in mercury (43.0 at%) [15] and a good sen-
itivity is achieved with mercury electrodes because thallium
ons are readily reduced and amalgamated during the deposi-
ion step of the ASV analytical protocol [16]. However, because
f its high toxicity, mercury should be replaced by less toxic
r, preferably, non-toxic electrode materials. In several coun-
ries, Hg-containing instruments and electrical components have
een phased out and the use of mercury compounds has even
een banned [17]. A number of alternative and new electrode

aterials has been investigated, including various forms of

arbon, gold, iridium or boron-doped diamond, but none has
pproached the favourable electrochemical behaviour of mer-
ury [18–22].
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Recently, the bismuth film electrode (BFE) has been devel-
ped as a very attractive sensor for ASV of heavy metals to
eplace mercury electrodes, with an equivalent performance
23,24]. Bismuth can be electroplated onto an inert substrate
e.g. glassy carbon) using the in situ plating procedure intro-
uced by Florence [25] to prepare the MFE. In addition to its low
oxicity, the BFE offers other advantages over the MFE. It is less
usceptible to oxygen interference, exhibiting lower background
urrents, not only in square wave stripping voltammetry but also
n linear scan voltammetric experiments in non-deaerated media
23]. After measurements, the renewal of the BFE is electro-
hemically achieved. It must be stressed that the removal of
ercury films from glassy carbon is not an easy task [26–28].
hereas mercury films on glassy carbon consist of finely divided
ercury droplets, the bismuth deposits have a completely differ-

nt morphology [23,29,30]. Using scanning electron microscopy
SEM), Wang et al. observed a highly porous, three-dimensional
bril-like network for a bismuth deposit on glassy carbon, from
cetate buffer solutions [23]. Thus, BFE exhibits good mechan-
cal stability, which enhances its potential usefulness to operate
nder hydrodynamic conditions, e.g. in flow systems. All these
ttractive features make this sensor a promising replacement
or the mercury electrodes in electroanalysis, with additional
dvantages. A significant number of reports on the analytical
tility of the BFE has already been published [31–36]. Glassy
arbon [24] and carbon paste [36] have been used as substrates
o the development of bismuth-coated electrodes for thallium
nalysis by ASV. Other mercury-free sensors for the detection
f thallium by ASV have also been proposed. Using a chemically
odified glassy carbon electrode with Langmuir–Blodget film

f p-allylcalix [4] arene, Dong et al. determined thallium in envi-
onmental water samples [37]. Graphite microelectrodes were
pplied for the same purpose with low detection and quantifica-
ion limits, 0.01 and 0.03 �g L−1, respectively [10]. The quan-
ification of thallium in the presence of lead and cadmium was
arried out at a silver–gold alloy electrode by subtractive ASV
38].

It is well-known that ASV with hydrodynamic sensors
s very advantageous [14,39,40]. The mass transport is
ontrolled by well-defined hydrodynamics, leading to high
ensitivity. The rotating-disc electrode is one of the most
idely used electrodes of this type. Some electroanalytical

tudies involving bismuth film electrodes in hydrodynamic
onfigurations have been reported in the literature for ana-
ytical purposes [33,34,41]. However, no application of the
otating-disc bismuth film electrode for the quantification
f thallium in real samples seems to have been previously
ublished.

In this work, the analytical potentialities of a rotating-disc bis-
uth film electrode are explored for the determination of Tl(I)

n environmental matrices by ASV, using a square wave voltam-
etric scan in the determination step. Square wave voltammetry

nables a fast analysis with high scan rates, and minimises the

roblems arising from the presence of dissolved oxygen. After
he optimisation of the experimental parameters, the sensor was
uccessfully applied to the quantification of thallium in river
ater and soil samples.
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. Experimental

.1. Apparatus

Electrochemical experiments were performed using a
omputer-controlled Autolab Basic PGSTAT 20 potentiostat
Eco Chemie, Utrecht, The Netherlands) driven by GPES
oftware (Version 4.7). A M Series AA atomic absorption spec-
rophotometer and GF95Z graphite furnace system with sample
ispenser (Thermo Electron Corporation, Cambridge; UK) was
mployed for the photometric determination of thallium.

Electrochemical measurements were made in a glass cell
100 mL) equipped with a platinum wire auxiliary electrode,
n Ag|AgCl|3 M KCl reference electrode (Metrohm), and a
otating-disc glassy carbon working electrode (area: 0.385 cm2)
rom Oxford Electrodes. Bismuth films were prepared in situ
y electrochemical deposition of bismuth onto the surface of
he glassy carbon disc. A combined pH electrode pHC 3005-

with a Radiometer MeterLab PHM201 was used to make
H measurements. All the glassware was carefully cleaned by
oaking the pieces, overnight, in a 2% diluted RBS 25 deter-
ent, washed several times with distilled water and finally with
illipore water.

.2. Reagents and solutions

All solutions were made from analytical grade reagents and
illipore Milli-Q ultrapure water (conductivity <0.1 �S cm−1)

nd stored in Pyrex glass flasks. The supporting electrolyte
as a 0.1 M acetate buffer (pH 4.6) prepared from acetic

cid and sodium acetate (Aldrich). The bismuth(III), thal-
ium(I), lead(II) and cadmium(II) stock solutions were prepared
rom Bi(NO3)3·5H2O, TlNO3, Pb(NO3)2 and Cd(NO3)2·4H2O,
espectively, all supplied by Merck. The working solutions were
btained by adding the appropriate amount of stock solution to
he supporting electrolyte.

.3. Procedure

Prior to each experiment, the glassy carbon electrode was pol-
shed on a polishing pad with Alpha Micropolish alumina 0.3 �m
article size (Büehler), rinsed with Milli-Q water and dried. The
lectrode surface was then activated by continuous potentio-
ynamic cycling (n = 10), at 50 mV s−1, between −1.0 V and
0.8 V, in supporting electrolyte without the removal of oxy-
en. The bismuth film was prepared in situ, by co-deposition of
ismuth and the target species at −1.4 V for 120 s, from 1.9 �M
ismuth(III) nitrate in acetate buffer (pH 4.6). After an equi-
ibration period of 5 s, a positive going square wave scan to

final potential of −0.5 V was applied on the BFE while the
nodic stripping voltammogram was being recorded. The elec-
rode was continuously rotating at a rotation speed of 240 rpm.
he selected square wave parameters were: frequency 40 Hz,

mplitude 80 mV and scan increment 5 mV. After measure-
ents, the electrode potential was held at +0.3 V for 30 s to

lean its surface electrochemically. All potentials are referred to
g|AgCl reference electrode.
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In cyclic voltammetry tests, solutions were previously deaer-
ted with oxygen-free nitrogen for 15 min.

The standard addition method was used to evaluate the con-
ent of Tl(I) in real samples. All experiments were carried out at
emperatures of 25 ± 1 ◦C.

.4. Real samples pre-treatment

Water samples were analysed after a minor pre-treatment,
onsisting of filtration through Whatman filter no. 1, followed
y pH adjustment to 4.6 with acetate buffer.

The soil samples were simply washed, since thallium com-
ounds are very soluble in water. Owing to their high volatility
42], it was decided to avoid digestion procedures. Air-dried soil
50 g) was thus shaken for 1 h at room temperature with 150 mL
f Milli-Q ultrapure water, using magnetic stirring. The liquid
hase was then decanted and successive filtrations under vac-
um with numbers 1, 41 and 42 Whatman filters were carried
ut and followed by a final filtration with a Minisart 0.20 �m fil-
er. The pH of the collected colourless filtrate was then adjusted
o 4.6 with acetate buffer solution. Prior to voltammetric deter-

inations, test solutions were transferred to the cell and an
liquot of bismuth(III) salt solution was added to obtain a Bi(III)
oncentration of 1.9 �M.

. Results and discussion

.1. Electrochemical behaviour of Tl(0)/Tl(I) at the BFE

The accessible potential window of the bismuth-coated elec-
rode in acetate buffer was firstly investigated. The current
esponse of a rotating-disc glassy carbon electrode, immersed
n a solution containing 1.9 �M bismuth(III) nitrate, was anal-
sed after holding the potential at four different values (−0.8,
1.0, −1.2 and −1.4 V) for 120 s deposition time (tdep). The

ecorded anodic stripping voltammograms indicate that the strip-
ing potential of bismuth (Ep = −0.23 V) was not affected, but
he peak current increased as the deposition potential became
ore negative, denoting that a better coverage of the electrode

urface was attained at −1.4 V. The potential window of the
ismuth-coated glassy carbon electrode is limited in the anodic
egion by the oxidation of bismuth, starting around −0.4 V; the
ydrogen overvoltage, which limits the cathodic range, is quite
igh (starting around −1.2 V).

Cyclic voltammetry of thallium in the presence of 1.9 �M
i(III) was performed in 0.1 M acetate buffer solutions (pH
.6), to characterize the voltammetric signal of thallium at an
n situ plated bismuth film electrode. A well-defined stripping
eak (Ep = −0.78 V) due to the oxidation of thallium at the BFE
as obtained. The shape of a typical voltammogram, which is

llustrated in Fig. 1, reflects the irreversibility of the electrode
rocess. The effect of potential scan rate (ranging between 10
nd 150 mV s−1) on the peak potential and the peak current

f thallium was studied. A slightly positive shift in the peak
otential was observed, which confirms the irreversibility of the
edox process. The anodic peak heights markedly increased with
ncreasing scan rate, yielding a linear relationship between peak

T
6
i

ig. 1. Typical cyclic voltammogram of 100 �M Tl(I) + 1.9 �M Bi(III) in 0.1 M
cetate buffer (pH 4.6) at a glassy carbon rotating-disc electrode. Ei = −0.5 V
vs. Ag|AgCl), sweep rate: 100 mV s−1, rotation speed: 240 rpm.

urrent and the scan rate up to 100 mV s−1, with a correlation
oefficient of 0.998.

As expected for film electrodes, the signal of the target
pecies is supposed to be affected by the film thickness. This
an be controlled by varying the Bi(III) concentration in the test
olution, at a fixed deposition time. Bismuth was co-deposited
ith thallium on the rotating-disc glassy carbon electrode at
1.4 V, for 120 s, after adding different bismuth(III) concentra-

ions at the micromolar level to an acetate solution containing
.1 �M Tl(I). As shown by the obtained square wave stripping
oltammograms exhibited in Fig. 2a, the thallium peak potential
emained constant (at −0.76 V) up to 1.9 �M Bi(III), and devi-
tes to more negative values for higher Bi(III) concentrations.
n which concerns peak current, Ip, it increased with increas-
ng bismuth concentration between 0.6 and 1.9 �M, and then
ecreased at higher concentrations (Fig. 2b). This behaviour, and
lso the peak shape observed for the higher bismuth concentra-
ions, strongly suggest the occurrence of multilayer deposition,
hat may cause a weak adhesion of bismuth to the glassy car-
on surface. A fixed Bi(III) concentration of 1.9 �M, capable of
enerating reproducible bismuth film electrodes, which enable
ood sensitivity, was used in the analytical experiments.

.2. Optimization of experimental conditions for anodic
tripping voltammetric determination of thallium(I) at a
FE

Aiming to establish the most suitable experimental conditions
or the square wave anodic stripping voltammetric measure-
ents of thallium(I) at the rotating-disc bismuth film electrode

n acetate buffer, a univariate optimization study was performed
ith the deposition time, the deposition potential, the electrode

otation speed and the square wave parameters as variables.

Square wave anodic stripping voltammograms of 0.1 �M

l(I) at the BFE were recorded, after holding the electrode at
different deposition times, starting from 60 s. Peak current

ncreased rapidly with deposition time up to 120 s, and increased



E.O. Jorge et al. / Talanta 72 (2007) 1392–1399 1395

Fig. 2. (a) Square wave stripping voltammograms of 0.1 �M Tl(I) at a glassy carbon rotating-disc electrode, in the presence of increasing levels of Bi(III). Supporting
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fast scan rates. Scan increment,�Es, was varied from 1 to 10 mV.
No significant improvement was achieved above 5 mV; although
peak currents were slightly increased, peak broadening occurred.
lectrolyte: 0.1 M acetate buffer (pH 4.6). Edep: −1.4 V; tdep: 120 s; teq: 5 s;
requency: 20 Hz. (b) The influence of Bi(III) concentration on thallium peak cu

ore slightly for longer accumulation periods, reflecting the
radual saturation of the electrode surface. Hence, a deposition
ime of 120 s was adopted. The influence of the deposition poten-
ial was also analysed. A remarkable enhancement in sensitivity
as observed upon changing the deposition potential from −0.9

o −1.5 V. At more negative potentials, the reduction of the posi-
ively charged thallium(I) ions is more effectively accomplished.

deposition potential of −1.4 V was chosen in all subsequent
ork. This value is in agreement with the suitable potential for

o-deposition of bismuth films.
The effect of increasing mass transport to the in situ plated

FE was examined. The flux of solution to the electrode surface,
enerated by forced convection, causes a significant improve-
ent in sensitivity. For example, an 8-fold enhancement of

he thallium peak is observed at an electrode rotation speed of
80 rpm, when compared with the one obtained at static condi-
ions. According to Levich equation [43], which predicts that the
hickness of the diffusion layer decreases linearly with the incre-

ent of the square root of the electrode rotation speed,ω, a linear
lot of thallium stripping peak current versus ω1/2 was obtained
rom 60 to 1600 rpm, with a correlation coefficient of 0.998, con-
rming that the overall diffusion rate of the target species to the
lectrode surface is controlled by convective mass transfer. How-
ver, at high rates of convective mass transport (ω > 1800 rpm),
he electrode response became poorly reproducible, exhibiting
scillations in current. Despite the enhanced sensitivity achieved
sing a hydrodynamic electrode, these results indicate that, at
igh rotation speeds, the BFE is more susceptible to mechanical
isruption during convective accumulation with obvious impli-

ations on its analytical performance. The speed of 240 rpm
as selected as giving the best compromise between sensi-

ivity, mechanical stability and reproducibility of the bismuth
lm.

F
w

n speed: 240 rpm, square wave amplitude: 25 mV, �Es: 5 mV, square wave
.

The normal square wave parameters frequency, scan incre-
ent and amplitude were also optimised in order to perform fast

nalysis with high sensitivity. The variation of peak current with
quare wave frequency is illustrated in Fig. 3. There is a consid-
rable increase up to 40 Hz, but at higher frequencies the current
tarts to increase slowly, tending to level off, owing to the influ-
nce of the capacitive background current on the total measured
urrent. As a result of this hindering capacitive contribution,
ensitivity decreases. A square wave frequency of 40 Hz was
hosen so as to provide large peaks with a good definition and
ig. 3. The dependence of the stripping response of Tl(I) at a BFE on the square
ave frequency. [Bi(III)] = 1.9 �M. Other conditions as in Fig. 2.
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he best value of scan increment consistent with both adequate
eak definition and evaluation was therefore 5 mV. In combi-
ation with the selected frequency, a scan rate of 200 mV s−1

as produced. The effect of square wave amplitude was studied
n the range 10–140 mV. Greater peak currents were recorded
or higher square wave amplitudes. Although a linear plot was
btained, deviation from linearity was observed at amplitudes
bove 90 mV.

The selected square wave parameters for quantitative mea-
urements of traces of thallium(I), in 0.1 M acetate buffer, by
quare wave ASV at an in situ plated rotating-disc bismuth film
lectrode were: square wave frequency, 40 Hz; scan increment,
mV; square wave amplitude, 80 mV.

Equilibration time (teq) values up to 5 s proved to have a very
lightly positive effect on the electrode signal (about 4%); higher
eq gave rise to lower peak heights. An equilibration time of 5 s
as chosen.

.3. Calibration curve and precision

Under the experimental conditions selected on the optimisa-
ion studies, a calibration plot of thallium stripping peak current,

easured at−0.8 V, against concentration was constructed using
tandard additions (Fig. 4). There is a close fit to linearity
rom 12 to 150 nM. Least-squares treatment yielded a slope of
88 ± 4.01 A/M, an intercept of 0.855 ± 0.337 �A and a corre-
ation coefficient of 0.998 (N = 12). For more diluted solutions,
he plotted values do not fit the straight line. For concentrations
nder 1.2 nM the results are poorly reproducible. The calculated

imits of detection (LOD) and quantification (LOQ) [44] were
0.8 and 36.1 nM, respectively.

The assessments of the reproducibility of the generated bis-
uth film electrode itself as well as its response are very

P
l
t
t

ig. 4. Square wave voltammetry at a BFE for increasing concentrations of Tl(I). Ei =
ave amplitude = 80 mV. Other conditions as in Fig. 2. Also shown on the right is the
2 (2007) 1392–1399

mportant for the reliability of data in future analytical appli-
ations. For this purpose, a test solution containing 0.1 �M
l(I) in 1.9 �M Bi(III)/0.1 M acetate buffer was employed. The
lectrode was continuously rotating at 240 rpm. A series of 15
onsecutive measurements performed every 30 min, after 120 s
o-deposition of thallium and bismuth at −1.4 V, yielded a very
table response for thallium with a relative standard deviation of
.2%, with a mean peak current of 29.5 �A. Between runs, the
lectrode was potentiostatically conditioned at +0.3 V for 30 s,
o remove the metallic film, before renewing it. Well-shaped and
eproducible peaks have been obtained with no apparent dete-
ioration of the signal quality for at least 7 h. We can conclude
hat the rotating-disc bismuth film electrode plated in situ has
ery good reproducibility and allows a satisfactory repeatability
f the results.

.4. Interferences of Pb(II) and Cd(II)

Possible interferents include electroactive trace metals.
ead(II) and cadmium(II) are generally considered as the major

nterferences in the determination of thallium on mercury [9,45]
nd carbon electrodes [10] by ASV. The use of the BFE signifi-
antly contributes to overcome this problem.

Successive additions of lead acetate were performed in a
ackground electrolyte solution containing 0.1 �M Tl(I) and
.9 �M Bi(III). The stripping voltammograms have exhibited
xcellent peak resolution, with stripping potentials occurring
t −0.79 and −0.62 V, for Tl(I) and Pb(II), respectively. No
nterference has been found in ASV of thallium up to 200 �M

b(II). The interference of cadmium was found to be more prob-

ematic. Cadmium and thallium peaks partially overlap, since
he corresponding oxidation potentials are in close proximity
o one another. However, the oxidation processes of Cd and

−1.0 V to Ef = −0.5 V (vs. Ag|AgCl), square wave frequency = 40 Hz, square
resulting calibration plot.
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ig. 5. Square wave ASV of 0.1 �M Tl(I) + 0.1 �M Pb(II) at a BFE (a) in the abs
d(II) + 1.0 mM EDTA. Other conditions as in Fig. 4.

l at the BFE, in acetate buffer, lead to a slight improvement
n peak resolution when compared with that obtained at bare
arbon electrodes [10]. As seen in Fig. 5a, stripping voltam-
ograms registered after making successive additions of Cd(II)

n a solution containing fixed concentrations of Tl(I) and Pb(II)
how that Pb(II) peak remains practically inalterable, while Tl(I)
eak raises with increasing cadmium concentration. Although
xhibiting poor resolution, it should be pointed out that no shift

f peak potentials occurred for thallium and cadmium.

The interference of Pb(II) in the ASV of Tl(I) is actually
argely overcome with the use of the proposed BFE. However,
hen cadmium is present in the solutions under analysis, the

i
t
Z
f

ig. 6. Standard additions for (a) river water and (b) soil extract samples in acetate
espectively, of Tl(I). Other conditions as in Fig. 4.
(solid line) and presence (broken lines) of Cd(II) (b) in the presence of 0.19 �M

ddition of complexing agents is recommended [10,14,45] to
inimize the interference of cadmium in ASV measurements

f thallium. As shown in Fig. 5b, the addition of 1.0 mM EDTA
n acetate buffer enabled the detection of 0.1 �M Tl(I), with
o cadmium and lead interferences. The presence of excess of
d(II) and Pb(II) in the quantification of 98 nM Tl(I) at the
FE was allowed for ratios of Cd:Tl and Pb:Tl of 2500:1 and
0,000:1, respectively, which mean an important improvement

n comparison with the data obtained using different elec-
rode materials [9,10,45]. The interfering effects of Cu(II) and
n(II) were also examined. In the presence of 1.0 mM EDTA,

or 98 nM Tl(I), zinc is tolerated when present at 1000-fold

buffer. Curves: A, sample; B, C, D and E, sample +98, 120, 180 and 240 nM,
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ore than the Tl(I) concentration, and copper over 100-fold
ore.

.5. Application to real samples

The analytical utility of the rotating-disc BFE for the deter-
ination of Tl(I) in environmental samples was tested with river
agus water and soil samples collected from polluted sites of the
iver bank on the outskirts of Lisbon, where a cement plant is
n operation nearby. It is interesting to check the thallium lev-
ls at this place, since there is some population density together
ith some agricultural and fishing activities. The anthropogenic

ctivities may cause enrichment of Tl in the environment, lead-
ng to abnormally high levels in natural matrices, as reported
lsewhere [46].

The suitability of the BFE for the determination of thallium
n the samples is illustrated in Fig. 6. The thallium peak in river
ater and soil extract samples can thus be easily quantified

ollowing four standard additions of thallium nitrate solution.
he considerably high thallium concentration found in the river
ater and soil samples, 2.2 ± 0.1 �g L−1 and 15.0 ± 0.6 ng g−1,

espectively, has confirmed the suspicion of heavy pollution
n this case study. These results demonstrated good agreement
ompared with independent analysis by graphite furnace atomic
bsorption spectroscopy (AAS): 2.5 ± 0.64 �g L−1 and less than
0 ng g−1, for the water and soil samples, respectively. No appre-
iable cadmium content was found using the reference method
LOQ for the AAS method: 0.5 �g L−1 Cd). Each analytical
easurement was replicated five times using both the ASV and
AS methods.
The high lead content found in the river water (not calcu-

ated) is clearly shown by the presence of a sharp stripping
eak at ∼−0.6 V in the recorded voltammograms (see Fig. 6a).
t is well-known that lead is a contaminant usually present in
nvironmental matrices. The significantly smaller amount of
ead shown by the voltammogram obtained for the soil extract
as attributed to the very low solubility of lead compounds in
ater. Thus, lead was not easily transferred to the aqueous phase
uring the soil treatment procedure employed in the present
ork.

. Conclusions

We have demonstrated that BFE’s are very suitable to deter-
ine trace amounts of thallium in environmental samples by

quare wave ASV, avoiding the use of mercury. The presented
ata strongly suggest that BFE will play an important role in
lectroanalysis in the near future, allowing direct measurements
n non-deaerated solutions. The potentialities to operate in flow
ystems are reinforced by the success of its performance under
ydrodynamic conditions, based on the use of the rotating-disc
lectrode. Ion-exchanger polymeric coatings on the bismuth
lms [9] should be considered in order to improve the voltam-

etric signal, lowering detection limits.
The combination of low toxicity of bismuth with good

erformance of the rotating-disc BFE in voltammetric measure-
ents makes it an attractive and promising sensor to monitor

[
[
[

[

2 (2007) 1392–1399

oxic chemical species in environmental matrices using a clean
ethodology.
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bstract

A new data treatment method for the improvement of the signal-to-noise ratio of a quartz crystal microbalance (QCM) was proposed, where
n averaged resonant frequency was calculated according to its conductance peak in an impedance analysis method. The relationship between
he averaged resonant frequency and the medians of the conductance peak at different sampling heights was derived. It was shown that the
ignal-to-noise ratio of the averaged resonant frequency was about eight times of that of the resonant frequency calculated directly from its

quivalent circuit parameters. The averaged resonant frequency of the QCM was applied to monitor the self-assembled process of a 6-O-(2′-(�-
hiohydroxyacetamide)-ethyl)-diethoxylsilyl-�-cyclodextrin (OTED-�-CD), on gold surface as well as the adsorption of nitrophenol isomers onto
he OTED-�-CD self-assembled monolayer film.

2007 Elsevier B.V. All rights reserved.
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. Introduction

A quartz crystal microbalance (QCM) is a mass sensitive
evice being widely used for monitoring the solid/liquid inter-
ace processes in the past two decades [1–5]. It has been
uccessfully demonstrated that the QCM can be applied in elec-
rochemistry [6], DNA biosensors [7,8], immunosensor [9,10],
iomimetic sensor [11,12], organic vapor sensing [13], humid-
ty sensor [14], etc. In the signal measurements of the QCM, an
ctive or a passive methods were employed. In the active method,
he oscillating frequency of the oscillating circuit with the
CM as the frequency control element is measured. The active
ethod has the advantage of simplification in apparatus [15].
ut the oscillating frequency was related to the oscillating circuit
mployed and could be not measured in certain situation such as
eavy mass loading or highly viscous damping [16]. In the pas-
ive method, the values of magnitude and phase of the impedance

f the QCM were measured at a group of given frequencies
rom the externally applied voltages. The electrical properties of
he QCM can be found from the impedance–frequency curves
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yclodextrin

17,18]. Hence, the impedance analysis method can provide
ore information for the QCM in a liquid phase. Under highly

amping conditions, an active oscillation of the QCM is broken
own but the forced oscillation from the impedance analyzer still
rovides valuable information about the coating onto the QCM.

Usually, the motional resistance (Rm), motional inductance
Lm), motional capacitance (Cm) and static capacitance (C0)
f the QCM are measured in the impedance analysis method
ccording to the Butterworth–van Dyke equivalent circuit model
19]. Accordingly, the resonant frequency of the QCM (f0) is
alculated by [1]:

0 = 1

2π
√
LmCm

(1)

It should be noted that a time of about 2–3 s is needed in
he calculation of the four equivalent circuit parameters by the
ingle chip micyoco in an impedance analyzer. On the other
and, the noise level of the resonant frequency obtained from
q. (1) is about ±1 Hz for the QCM with one side facing an
queous solution. In this work, the signal-to-noise ratio of the

esonant frequency of the QCM was improved by using an
veraged technique in a user program. The averaged resonant
requency was calculated according to the medians and spans of
he conductance peak at different sampling heights, which had a
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uch lower noise level than the commonly used f0 in Eq. (1) by
sing the Lm and Cm values provided directly by an impedance
nalyzer. The calculation time is less than 0.1 s in a personal
omputer for the averaged resonant frequency and the equiv-
lent circuit parameters of the QCM in the user program. The
orrelation between the averaged frequency and the medians and
pans of the conductance peak at different sampling heights was
nalyzed.

As a model example of the applicability of the averaged
requency, the self-assembled process of a thiol-terminated
-cyclodextrin derivative, 6-O-(2′-(�-thiohydroxyacetamide)-
thyl)-diethoxylsilyl-�-cyclodextrin (OTED-�-CD) on gold
urface, as well as the adsorption of nitrophenol isomers onto
he OTED-�-CD self-assembled monolayer (SAM) film, were
nvestigated by the QCM. The OTED-�-CD was chosen as the

odel system because cyclodextrin derivatives were attractive
or the constructions of supramolecular recognition systems,
hanks to their structural characteristics and special functions
20,21]. The cyclodextrin derivatives had been found applica-
ions in fluorometry [22–24], spectrophotometry [25], sensors
26–28], enantioseparation [29,30], etc. The mass changes dur-
ng the processes of the OTED-�-CD self-assembled onto gold
urface and nitrophenol isomers adsorbed onto the OTED-�-CD
AM films were monitored in situ by the averaged frequency
hifts of the QCM. The adsorption equilibrium constants of
itrophenol isomers onto the OTED-�-CD SAM film were
stimated. The new data treatment method shows a good appli-
ability for QCM in liquid phases.

. Experiment

.1. Apparatus and reagents

The experimental set-up was similar to that described in a
revious work [31]. AT-cut 10 MHz QCM crystals with pol-
shed gold electrodes (diameter 5.1 mm) were purchased from
nternational Crystal Manufacturer (OK, USA). The QCM was
ttached to the detection cell with one side exposed to the liq-
id phase by two O rings. The quartz wafer was in an angle
f ca. 60◦ to the horizontal surface to eliminate the possible
ongitudinal wave effect of the QCM [32]. The temperature of
he detection cell was controlled at 25 ± 0.1 ◦C by a thermostatic
ater bath. The leading wires from the two gold electrodes were

onnected to a precision impedance analyzer (Agilent 4294A)
hrough 16047E test fixture for axial lead components. The par-
sitic capacitance and inductance of the test fixture and leading
ires were corrected in the calibration step prior to measure-
ents. A user program written in Visual Basic 6.0 was used

o control the impedance analyzer and to acquire and process
he impedance data. The conductance (G) of the QCM was
canned at 801 measuring frequencies in its resonance region.
he resonant frequencies of the QCM were estimated from the
edians and spans of the conductance peak at different sampling
eights (see Fig. 1). A weighting averaged resonant frequency
as obtained according to the proposed method.
Analytical-reagent grade chemicals and double-distilled

ater were used. Nitrophenol isomers (o-, m- and p-) were

t
w
K
t

ig. 1. Relationship between the resonant frequency (f0) and measuring fre-
uencies (f1 and f2) at different sampling heights (αi) in the conductance peak
f the QCM.

urchased from Shanghai Chemicals. �-Cyclodextrin was pur-
hased from Jinan Chemicals and was re-crystallized from water
or three times. OTED-�-CD was synthesized in this lab accord-
ng to Refs. [33,34].

.2. Monitoring the adsorption processes of nitrophenol
nto OTED-β-CD film by QCM

Before the self-assembled experiment, the detection cell was
leaned by acetone and water, respectively. The cell was dried
y N2 stream and rotated to keep the QCM in horizontal. Ten
icrolitres of Piranha solution (75% H2SO4, 25% H2O2) was

pread on the gold electrode inside the cell for 5 min. The detec-
ion cell was cleaned by water and ethanol then rotated back
o normal position with the quartz wafer was in an angle of ca.
0◦ to the horizontal surface. Twenty-five millilitres of ethanol
as added into the sealed detection cell. After the stability of

he baseline of the QCM, an OTED-�-CD stock solution in
thanol was added in the closed detection cell by a microsy-
inge. The initial concentration of OTED-�-CD in the cell was
.5 × 10−5 mol/L. The frequency shifts (�f) during the early
elf-assembled processes of OTED-�-CD on gold electrode sur-
ace was monitored with a time interval of 7.8 s. The observed
dsorption mass (Γ ) was calculated according to the Sauerbrey
quation as follows:

= −�f
2.26 × 10−6F2

0

(2)

here F0 is the fundamental frequency of the QCM.
After a self-assembled time of overnight, the gold elec-
rode surface and detection cell were cleaned by ethanol and
ater, respectively. Then 25 mL phosphate buffer (8.8 mmol/L
H2PO4 + 1.2 mmol/L Na2HPO4, pH 6) was added in the detec-

ion cell. The stable frequency was recorded as the reference. A
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esired amount of nitrophenol stock solution was added into
he detection cell. In the kinetics experiments, the frequency
hifts in solutions of given concentration of nitrophenol were fol-
owed. In the adsorption isotherm experiments, nitrophenol was
equentially added and the stable frequency shifts were record
o estimate the adsorbed mass. After the adsorption of nitrophe-
ol, the OTED-�-CD SAM film was regenerated by thoroughly
insing with the phosphate buffer.

. Results and discussion

.1. Evaluating the resonant frequency of QCM in
mpedance analysis method

In an impedance analysis method, the magnitude and phase of
he impedance of the QCM were scanned at a series of measuring
requencies in its resonance region. And four equivalent circuit
arameters of a QCM were provided by the impedance analyzer
tself in 2–3 s. According to Eq. (1), the resonant frequency of
he QCM was obtained. As shown in Fig. 2, the noise level of
his resonant frequency is about ±1 Hz for the QCM with one
ide facing an aqueous solution. To improve the signal-to-noise
atio of resonant frequency of the QCM and to speed up the
alculation, a user program was written to analyze the impedance
ata in a personal computer. The method to estimate the resonant
requency of the QCM was discussed below.

In the frequency region near the resonance of the QCM, the
onductance of the QCM was given by [1]:
= Rm

R2
m + (ωLm − ω−1C−1

m )
2 (3)

here ω = 2πf, f is the measuring frequency.

ig. 2. Comparison of the noise level of the stable baseline of QCM in water.
1) Frequency calculated byf0 = 1/(2π

√
LmCm); (2) frequency estimated from

q. (9) at αi = 0.5; (3) averaged frequency from 200 sampling heights estimated
rom Eq. (10) with αi = 0.15–0.95.
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According to Eq. (3), the resonant frequency is corresponded
o the measuring frequency at the point of (ωLm − ω−1C−1

m ) =
, where the maximum conductance,Gmax = R−1

m , is obtained.
ig. 1 depicts a typical conductance–frequency spectrum of a
CM in water. Theoretically, an f0 was obtained by searching

he measuring position of Gmax in the conductance peak. But the
recision of f0 was rather poor as the frequency resolution was
imited by the scanning interval used. Hence, a time-consuming
tepwise scanning method was needed, where the frequency
pan was reduced step-by-step, and the center frequency was
hanged to find more accurate corresponding frequency [35].

As shown in Fig. 1, the conductance peak is in a good sym-
etry. The f0 value should be very close to the middle line of the

onductance peak. At a given sampling height of αi = Gi/Gmax,
he frequencies at the two intersections, f1 and f2, can be calcu-
ated with high precision by an interpolation arithmetic. Hence,
he median, f12 = (f1 + f2)/2, has a much better precision than that
f f0 at the point of Gmax in the experimental curve. According
o Eq. (3), the following equation was given at the given height:

ωLm − ω−1C−1
m )

2 = (α−1
i − 1)R2

m (4)

rom the two roots for ω in Eq. (4), the expressions of the two
ntersections were given by:

1 = f0[1 − πf0CmRm(α−1
i − 1)

0.5

+ 0.5π2f 2
0R

2
mC

2
m(α−1

i − 1)] (5)

2 = f0[1 + πf0CmRm(α−1
i − 1)

0.5

+ 0.5π2f 2
0R

2
mC

2
m(α−1

i − 1)] (6)

ccordingly, median and the span (f2 − f1) were expressed as:

12 = f0[1 + 0.5π2f 2
0R

2
mC

2
m(α−1

i − 1)] (7)

2 − f1 = 2πf 2
0CmRm(α−1

i − 1)
0.5

(8)

From Eqs. (7) and (8), the resonant frequency was obtained
rom the combination of the median and span of the conductance
eak at a given sampling height:

0 = f12 − (f2 − f1)2

8f12
(9)

It can be seen that there is a slight difference between the val-
es of f0 and f12. As the span increases, this difference becomes
arger. According to Eq. (8), the span increases with increas-
ng Rm or reducing αi. Hence, the difference between f0 and
12 was related to the sampling height and the viscodensity of
he liquid phase, which is supported by the experimental results
n Fig. 3. For example, the difference between �f0 and �f12
an be neglected for a QCM in air because the Rm is small (ca.
�). When the QCM was in contact with a viscous liquid (56%
lycerin, Rm = 950�), the difference between�f0 and�f12 was

ot negligible, especially in the bottom of the conductance peak
ith a small αi used.
It should be noted that the difference between f0 and f12 was

uite small for a QCM with one side in contact with water
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ig. 3. Dependence of the shifts between the resonant frequency (�) and middle
requency (©) of the QCM in the impedance analysis method. (1) In air; (2) in
ater; (3) in 30% glycerin; (4) in 56% glycerin.

Rm = 330�). The value of f12 can be used as f0 in most of
ases except in the theoretical simulation of the impedance
f the QCM. On the other hand, the motional parameters of
he QCM can be calculated by: Rm = 1/Gmax, Lm = (α−1

i −
)Rm/2π(f2 − f1), Cm = (4π2f 2

0Lm)
−1

. At the half height of
he conductance peak, αi = 0.5, the calculation for Lm was sim-
lified as Lm = Rm/2π(f2 − f1).

.2. Improving the signal-to-noise ratio of QCM by a mean
echnique

As shown in Fig. 2, the noise level of f0 at one sampling height
αi = 0.5) was about ±0.7 Hz in the measurement of the baseline
f QCM in water, which is a little less than that of f0 calculated
y Eq. (1) in the classical method. It should be noted that only
he data at four measuring points were used to estimate the f0 by
q. (9) at a given sampling height on the conductance peak. In

act, much more points were measured to complete a conduc-
ance spectrum. In this work, the conductance of the QCM was
canned at 801 measuring frequencies. Thus, many sampling
eights can be used to calculate f0, which is equivalent to the
eduplicative measurements of f0 in a scan. Hence, an averaged
esonant frequency was proposed as a new measuring parameter
n the impedance analysis method. As shown in Fig. 2, the noise
evel of an averaged resonant frequency is much reduced. In this
gure, the standard deviation (S.D.) of the averaged resonant
requency was 0.12 Hz, which was about 1/6 and 1/8 of that of
0 at αi = 0.5 and f0 from Eq. (1), respectively. Therefore, the
ignal-to-noise ratio of QCM was expected to improve by using

he averaged resonant frequency method.

Fig. 1 illustrates the principle of the averaged resonant fre-
uency method. In short, the resonant frequencies from different
ampling heights in the conductance peak were averaged accord-

e
v
d
c

ig. 4. (1) Dependence of the standard deviation of the baseline of QCM in
ater on the sampling heights. (2) Weighing factors used in averaged resonant

requency at different sampling heights.

ng to the following equation in order to decrease the random
oise:

0 =
∑n
i=1wif0i∑n
i=1wi

(10)

here n is the number of sampling heights, wi the weighing
actor, and f0i the resonant frequency at given sampling height
f αi, respectively. The value of wi was related to the sampling
eight.

Fig. 4 shows the S.D. values of the baseline presented by f0 in
q. (9) at different sampling heights. It can be seen that the S.D.
alues were similar in the range of αi = 0.25–0.9. In the bottom
f the conductance peak (αi < 0.25), the S.D. values increase as
i decreases. But in the top of the conductance peak (αi > 0.9),

he S.D. values increase slightly asαi increases. The dependence
f S.D. on the sampling height can be interpreted from the first
erivative of conductance with respect to frequency (∂G/∂f):

∂G

∂f
= − 8πRmLm(ωLm − ω−1C−1

m )

[R2
m + (ωLm − ω−1C−1

m )
2
]
2

= ± 8πLm(α−1
i − 1)

[1 + (α−1
i − 1)

2
]
2
R2

m

(11)

As shown in Eq. (11), the value of ∂G/∂f is sensitive to the
ampling height. At the top of the conductance peak (αi = 1), we
ave ∂G/∂f = 0 because of (α−1

i − 1) = 0. As the sampling height
ecreases, the value of |∂G/∂f| increases until reaches its maxi-
um of 8.16Lm/R

2
m at αi = 0.634 then decreases. In the bottom

f the conductance peak, the value of |∂G/∂f| is much reduced.
or example, we have |∂G/∂f | = 0.03Lm/R

2
m at αi = 0.1. The

arger the value of |∂G/∂f|, the less the influence of a random

rror in G on the estimation of f0 from Eq. (9). Hence, the S.D.
alues of f0 estimated from the bottom and top parts of the con-
uctance peak were larger than those from the middle of the
onductance peak.
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Fig. 6. Frequency shifts of QCM during the self-assembled process of OTED-�-
CD (2.5 × 10−5 mol/L in ethanol) on the surface of gold electrode. (1) Frequency
shifts calculated by f0 = 1/(2π

√
LmCm); (2) averaged frequency shifts esti-

mated by Eq. (10) from 200 sampling heights with α in the range of 0.15–0.95.
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ig. 5. Dependence of the standard deviation of the baseline of QCM in water
n the number of sampling heights.

Based on the values of |∂G/∂f| and the S.D. in Fig. 4, the
eighing factors, which were proportional to |∂G/∂f|1/2 and

hown in Fig. 4, were used in this work. By using the weigh-
ng factors, the S.D. of the averaged resonant frequency was a
ittle lower than the classical mean method with wi = 1 at all
ampling heights.

Fig. 5 illustrates the dependence of the S.D. of the baseline
f the QCM in water on the number of sampling heights. In the
hoice of the sampling height, the co-linearity among the mea-
uring points was avoided by using suitable αi interval between
wo adjacent sampling heights. It can be seen that the S.D. values
ecrease as the number of sampling height increases, especially
n the region of low sampling number. When the number of sam-
ling heights was reached to 100, the S.D. value approached to a
table level. In this work, the averaged resonant frequency from
00 sampling heights withαi in the range of 0.15–0.95 was used.
he averaged frequency with lower noise level was expected to

ncreases the signal-to-noise ratio of the QCM, which, in turn,
ields a lower detection limit. To demonstrate the applicabil-
ty of the averaged resonant frequency, the interaction between
-cyclodextrin and nitrophenol was investigated by the QCM

echnique.

.3. Monitoring the formation of OTED-β-CD SAM on gold

A �-cyclodextrin (�-CD) is a cyclic oligosaccharide consist-
ng of seven glucose units. This cone shaped molecule is known
o form inclusion complexes with a variety of guest compounds
ontaining hydrophobic groups. To study the inclusion inter-
ction by the QCM technique, it is needed to immobilize the

-CD onto the electrode surface of the QCM. In this work, a

hiol-terminated �-cyclodextrin derivative, OTED-�-CD, was
hosen since it was adsorbed onto the Au surface as a result of
he chemical bonding between S atoms in the molecules and the

f
p
i
a

i

he two curves were measured at the same experiment and shown in contrary
irections for drawing clarity.

u surface. The OTED-�-CD SAM is considered to be located
n the Au surface with their cavity axis aligned perpendicular to
he surface. The mass changes in the self-assembled processes
f the OTED-�-CD on gold surface were monitored in real time
rom the frequency shifts of the QCM.

As can be seen in Fig. 6, the self-assembled process is quite
apid. The frequency shifts were approached to stable value
ithin 30 min. Again, the averaged resonant frequency shifts
ave a much less noise level than the resonant frequency shifts
alculated according to Eq. (1). The stable averaged frequency
hift for the self-assembled process was 58.4 ± 4.7 Hz, which
orresponds to an observed binding mass of 0.258 �g/cm2.

.4. Monitoring the adsorption of nitrophenol onto
TED-β-CD SAM film

Molecular recognition phenomena have been extensively
tudied for various applications ranging from sensing to sep-
rations. Chemical sensors based on host–guest interactions
ave attracted increasing attentions [21]. Cyclodextrins have
rawn much attention due to their capability of molecular recog-
ition, owing to their well-defined cavities, whose sizes are
ifferent depending on the number of amylose units in cyclic
ligomers.

With OTED-�-CD self-assembled on the electrode surface of
he QCM, the mass changes during the adsorption processes of
itrophenol isomers onto the OTED-�-CD SAM film were fol-
owed according the resonant frequency shifts. The main forces

or the adsorption include the penetration of the hydrophobic
art of the nitrophenol into the cyclodextrin cavity and the
ntermolecular hydrogen bind between OTED-�-CD SAM film
nd nitrophenol. The inclusion complex was expected to form
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ig. 7. Observed adsorption isotherms of nitrophenol isomers on OTED-�-CD
AM film. (1) p-Nitrophenol; (2) m-nitrophenol; (3) o-nitrophenol.

n the OTED-�-CD SAM film. It was shown that the adsorp-
ion process of 1 mmol/L nitrophenol onto OTED-�-CD film
as finished within 4 min. As the concentration of nitrophe-
ol increases, adsorption equilibrium is reached in a shorter
ime. After the adsorption, the detection cell was rinsed with
itrophenol-free buffer, the resonant frequency of the QCM
ncreased and approached to the previous baseline. This result
ndicated that the adsorption of nitrophenol onto the OTED-
-CD film was reversible with respect the dilution of the bulk
hase.

According to the frequency decreases of the QCM, the
dsorbed masses were calculated from Eq. (2). Fig. 7 illustrates
he observed adsorption isotherms of three nitrophenol isomers
nto the OTED-�-CD SAM film. The adsorption isotherms can
e fitted well with the Langmuir isotherm in the following equa-
ion:

= Γ∞KC
1 +KC

(12)

here Γ∞ was the saturated adsorption mass, K the adsorp-
ion equilibrium constant. Fitting Langmuir isotherms to the
lots in Fig. 7 yielded the adsorption equilibrium constants were
egressed to be 1.37 × 103, 5.62 × 103, 1.31 × 104 L mol−1 for
-, m- and p-nitrophenol, respectively.

The difference in adsorption equilibrium constants may be
ue to the molecular structure of the nitrophenol isomers. The
op and bottom diameters of the cavity of �-CD are 6.0 and 6.5 Å,
espectively [36]. A p-nitrophenol molecular has the minimum
tructure resistance for entrancement the CD cavity. Hence, the
dsorption equilibrium constant is the biggest among the three

somers. An o-nitrophenol molecular has the maximum structure
esistance for entrancement the CD cavity. The hydrogen bind in
he o-nitrophenol molecular weakens its interaction with the CD
lm. Thus, the adsorption equilibrium constant for o-nitrophenol
as less than that for p- and m-nitrophenols.
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.5. Estimating the absorption kinetic parameters for
itrophenols onto OTED-β-CD film

As discussed above, the adsorption processes of nitrophenols
nto the OTED-�-CD film were reversible and the adsorption
sotherms were in Langmuir type. Hence, the adsorption pro-
esses were analyzed by the Langmuir adsorption model. The
dsorption rate is assumed to be proportional to the concen-
ration of nitrophenol in solution and to the free surface area.
he desorption rate is proportional to the number of adsorbed
itrophenol. In the adsorption process, we have:

dθ

dt
= kaC(1 − θ) − kdθ (13)

here θ denotes the fraction of surface area covered by nitrophe-
ol, ka and kd the rate constants for adsorption and desorption,
espectively, t is the adsorption time. For all experiments car-
ied out here, the amount of nitrophenol in solution is much
arge compared to the amount on the surface. Hence, C is con-
tant and kaC is a pseudo-first-order rate constant with units of
eciprocal seconds.

According to Eq. (13), the expression of θ was obtained.
nder certain conditions, the frequency shifts of a QCM are in a

inear correlation with the adsorption amounts. If the adsorption
ayer is homogenous, the frequency shift of the sensor is in a
inear relationship with θ, i.e., �f = θ �fsat. Here �fsat was the
requency shift corresponding to the adsorption mass of a satura-
ion adsorption layer of nitrophenol. Accordingly, the frequency
hift of the QCM in the adsorption processes is expressed as:

f = �fsatKC

1 +KC
[1 − exp(−(kaC + kd)t)] (14)

By using Eq. (14) as the fitting model, an observed rate con-
tant, k1 = kaC + kd, was obtained from the frequency shifts of the
CM in a given concentration of nitrophenol. It was revealed

hat the k1 values were in good linearity with the concentra-
ion of nitrophenol in solution. According to the slopes of the
lottings of k1 versus C, the adsorption rate constants were
stimated. Under our experimental conditions, the adsorption
ate constants were 11.6, 17.4 and 21.9 L mol−1 s−1 for o-, m-
nd p-nitrophenol, respectively. The desorption rate constants
ere estimated by kd = ka/K, to be 8.47 × 10−3, 3.10 × 10−3 and
.67 × 10−3 s−1 for o-, m- and p-nitrophenol, respectively.

. Conclusions

The results described above indicated that the proposed data
reatment method is a simple and efficient way to improve the
ignal-to-noise ratio of a QCM in an impedance analysis method.
he signal-to-noise ratio of the averaged resonant frequency was
bout eight times of classical resonant frequency from equiv-
lent circuit parameters. The difference between the resonant
requency and the center frequency of the conductance peak

as discussed. In contact with low viscous liquid phase, the

wo frequencies were very close. As the viscosity of the liquid
hase increases, the difference becomes larger, especially in the
ottom part of the conductance peak. The averaged resonant fre-
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uency is a useful parameter for the application of the QCM to
onitor the interface process with a relatively small frequency

hift, such as the adsorption of nitrophenol isomers onto the
TED-�-CD SAM film. It was shown that adsorption processes
f nitrophenols onto the OTED-�-CD film were reversible and
he adsorption isotherms were in Langmuir type. The adsorp-
ion equilibrium constants were estimated to be 1.37 × 103,
.62 × 103, 1.31 × 104 L mol−1 for o-, m- and p-nitrophenol,
espectively. And the adsorption rate constants were evaluated to
e 11.6, 17.4 and 21.9 L mol−1 s−1 for o-, m- and p-nitrophenol,
espectively.
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bstract

Two polar benzo[c]phenanthridine alkaloids, chelerythrine (CHE) and dihydrochelerythrine (DHCHE), were extracted at 35 ◦C and 10 MPa
15 MPa for real samples) from real and spiked plasma samples with acceptable recoveries (95.1% and 81.0%, respectively) using near-critical
O2 modified with aqueous (1:1, v/v) methanol. The alkaloids were quantified by a liquid chromatographic/electrospray mass spectrometric

LC/ESI-MS) method on a Zorbax SB-CN column (75 mm × 4.6 mm, 3.5 �m particle size) using methanol (organic phase) and 50 mM ammonium
ormiate (aqueous phase) as a mobile phase. A linear gradient 0–1 min, isocratic at 60% organic phase (v/v); from 1.0 to 7.0 min, 60–71% organic
hase (v/v); from 7.0 to 18.0 min, 71–60% organic phase (v/v) was applied. The limit of detection was 1.22 ng (3.50 pmol) for CHE and 0.95 ng
2.72 pmol) for DHCHE per 1 ml of the sample. The linearity of the calibration curves was satisfactory as indicated by coefficients of determination

.9979 and 0.9995 for CHE and DHCHE, respectively. Repeatability and intermediate precision (average R.S.D.s) were 1.0–1.5%, accuracy was
n the range 99.7–100.3%. Average recovery was 100.1% for both, standard solutions and spiked plasma extracts. Three samples of real rat plasma
ere extracted and analysed to test the method.
2007 Elsevier B.V. All rights reserved.
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. Introduction

Quaternary benzo[c]phenanthridine alkaloids (QBA), orig-
nating from aromatic amino acid tyrosine, are found within
he families Fumariaceae, Papaveraceae, Ranunculaceae and
utaceae, where they act as phytochemicals with a broad spec-

rum of biological activity [1,2]. Plants containing QBA are used
n traditional medicine and homeopathy. Standardized extracts
rom Sanguinaria canadensis and Macleaya cordata are used in
ral hygiene products and for treatment of periodontal disease

or their supposed antimicrobial and anti-inflammatory effects
3]. Aqueous extract of the bark of Bocconia arborea, common

exican tree, has been used in traditional medicine to cure dia-

∗ Corresponding author. Tel.: +420 545133285; fax: +420 545212044.
E-mail address: kuban@mendelu.cz (V. Kubáň).
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039-9140/$ – see front matter © 2007 Elsevier B.V. All rights reserved.
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anthridine alkaloids; Chelerythrine; Dihydrochelerythrine; Near-critical CO2

etes, cancer, inflammatory affections and bacterial infections.
t is generally believed to produce beneficial effects [4].

The QBA were found also in the oil extracted from Argemone
exicana [5]. Several cases of intoxication by argemone-

ontaining edible oil [6], referred to as epidemic dropsy, were
egistered in India (2900 hospitalized people and more than 67
eaths in August 1998). In China, sanguarine and chelerythrine
ontamination was found in honey due to bees gathering nectar
nd pollen from M. cordata [7]. Alkaloids were proclaimed to
hange the product taste, reduce its quality and posses a health
isk to consumers.

There are a lot of analytical procedures for determination
f QBA in biological materials (plant extracts, animal tis-

ues, etc.), pharmacological and veterinary preparations and
or studies of their biotransformations. Gas chromatography
ith mass spectrometric detection [8], high-performance liq-
id chromatography utilizing UV–vis spectrophotometric and
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uorimetric [9–11], mass spectrometric [7,12,13] and other
etection systems and even electromigration methods, includ-
ng isotachophoresis [14] and capillary zone electrophoresis
5,9,11] are the most widely used.

Methods for QBA isolation from biological materials rich
n these substance(s) are well known. Rapid and reliable solid-
hase extractions (SPE) for isolation of QBA from plants were
stablished. Usually methanol, ethanol or acetonitrile acidified
ith HCl, acetic or formic acids are successfully employed
ith recoveries 80–95%, except of 65% recoveries for san-
uarine (SA) in in vitro cells. Quantitative (nearly 100%)
ecovery was reached via sonication of dried and powdered
lant samples [15]. A microwave-assisted extraction (MAE)
as found to be the most effective method capable of yield-

ng sanguinarine and chelerythrine from fruits of M. cordata
ith a short extraction time [16]. Supercritical fluid extrac-

ion (SFE) was successfully used to extract biologically active
ompounds of lower polarity from plant materials. A high flow-
ate modification of the method is good even for the extraction
f polar compounds [17,18] from complex matrices. In addi-
ion to that, complex matrices like soils contain molecules
ble to act as entrainers that further enhance the method
ecovery.

Isolation of alkaloids from animal tissues is much more com-
licated, especially when intact tissues with multiple cell types
re present. Recoveries close to 20% are typically obtained. One
f our goals was to find out appropriate conditions for quantita-
ive and reproducible recovery and highest possible selectivity
f chelerythrine, sanguinarine and their dihydroderivatives (see
ig. 1 for the chemical formulas) from spiked and real plasma
atrices. The second aim of this work was to use a rapid and sen-

itive LC/ESI-MS for the determination of chelerythrine (CHE)
nd dihydrochelerythrine (DHCHE), to develop a robust and

ensitive analytical procedure combining efficient extraction and
uantification, to validate it properly and to apply it for precise
nd sensitive determination of both analytes in real and spiked
nimal plasma samples.

2

p

ig. 1. Chelerythrine, sanguinarine and their dihydroderivatives formulas. Although
ecoveries 95.1 and 81.0%, resp., were achieved from plasma sample.
2 (2007) 1348–1356 1349

. Experimental

.1. Chemicals

Chelerythrine was supplied by Fluka (Buchs, Switzerland),
ihydrochelerythrine was prepared from CHE by reaction with
aBH4 in methanol [12]. The stock standard solutions of CHE

nd DHCHE at 10 �g ml−1 were prepared in methanol and
tored at 4 ◦C in dark. The working standard solutions were prep-
red daily by dilution of the stock solutions with methanol (1:10,
/v). All solutions were filtered through a 0.45 �m Teflon mem-
rane filter (MetaChem, Torrance, CA, USA) prior to LC/ESI-
S separations. All other chemicals were of analytical grade.

.2. Samples and sample preparation

A standard solution of a given concentration (10, 20 or
0 �l of the stock solution containing 8.82 mg l−1 of CHE and
1.15 mg l−1 of DHCHE diluted 1:10) was spiked to a dry glass
ool in an empty extraction cartridge prior to addition of an in

itu modifier to perform “model” extractions. Spiked and natu-
ally contaminated plasma samples (200, 150 and 100 �l) were
dded directly on nylon membrane filter (0.45 �m, MetaChem,
orrance, CA, USA) in the extraction cartridge together with or
fter the in situ modifier addition.

Experimental animals handling and rat plasma samples
reparation is described in our previous study [12]. The samples
f human plasma were obtained from the Faculty Hospital Bohu-
ice (Brno, Czech Republic). De-frozen rat and human plasma
amples were spiked at laboratory temperature with 10–50 �l
f standard solution, equilibrated for 30 or 60 min in Eppendorf
ials and dosed to extraction cells.
.3. Near-critical CO2 extraction

Model experiments and spiked plasma samples were pre-
ared as described above. Content of Eppendorf vial was

chelerythrine and dihydrochelerythrine are considered polar analytes for SFE,
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in the programme ChemStation Version 08. Coefficients of vari-
ations (% C.V.) of intra-day assay were determined in six spiked
extracts. Intermediate precision was determined by analysing
six spiked extracts during a 5-day period (three replicates). Ana-
350 B. Klejdus et al. / Tala

uantitatively transferred to the extraction cartridge using 0.5 ml
f an in situ modifier. As for real plasma samples (rats fed with
he analytes), 100 or 150 �l of the plasma was dosed to the
xtraction cartridge. The cartridge contained modifier to avoid
he plasma sticking on the extraction cell walls. The cartridge
as immediately sealed after the sample addition and fastened

n the extraction cell-heating block.
All extractions were carried out using an SE-l instrument

SEKO-K, Brno, Czech Republic) equipped with a Valco valve
VICI, Schenkon, Switzerland, loop 1 ml) for continuous mod-
fier addition [19]. The extraction cell was pressurized at
5–50 ◦C up to 7–38 MPa using SFC/SFE grade CO2 (Siad,
rno, Czech Republic) with 5% (v/v) of a modifier added via

he Valco valve to the instrument piston pump.
The modified supercritical fluid went through the extraction

artridge filled with the sample for 15 min (dynamic extraction).
dditional period (15 min) without modifier addition followed

fter each extraction to get water out of the piston micropump.
eal sample extractions were carried out for total time 45 min

trapping) with 30 min modifier addition. Extraction time for
inetic studies was prolonged to 75 min. The extraction medium
ontaining analytes was led through a fused silica restrictor
12 cm, 50 �m i.d., gas flow-rate of 650–750 ml/min). Ana-
ytes were quantitatively trapped in 20 ml of a trapping solvent
methanol) at the laboratory temperature. Smaller amount of the
rapping solvent would be sufficient, but due to the high gas
ow-rate a 50 ml glass vial with a flexible foil seal was used

o prevent splashing the solvent out of the trapping vial and so
uch solvent was needed to achieve sufficient solvent column

eight.
Prior to the analyses, the extracts were pre-concentrated in a

otary vacuum evaporator IKA RV 05-ST with a HB 4 water bath
all from IKA-Werke, Staufen, Germany) to dryness, dissolved
n 500 �l of 0.1 M HCl and injected directly into the LC system
model solution samples, some real samples) or filtered through
he 0.45 �m filter (MetaChem, Torance, CA, USA) before the
njection (most of real plasma samples) to protect a LC column.

.4. High-performance liquid
hromatography/electrospray mass spectrometry

An HP 1100 chromatographic system [16] was controlled
ith the ChemStation software (Rev. A 07.01). The Zorbax
B-CN chromatographic column (75 mm × 4.6 mm, 3.5 �m,
gilent Technologies, Palo Alto, CA, USA) was used. Injection
olume was 5 �l. A mobile phase consisted of 50 mM ammo-
ium formiate (aqueous phase) and methanol (organic phase).

linear gradient was applied as follows: from start to 1 min,
0% organic phase (v/v); from 1.0 to 7.0 min, 60–71% organic
hase (v/v); from 7.0 to 18.0 min, 71–60% organic phase (v/v).
low-rate was 0.7 ml min−1 and the temperature of the column
ven was set at 15 ◦C. The signal was monitored with the diode
rray detector at 285 nm. Spectra were registered in the range of

90–400 nm (SBW 100 nm).

The column effluent was directly introduced into a single
uadruple mass-selective HP MSD detector (G1946A, Hewlett-
ackard, Palo Alto, CA, USA) operated in a positive ESI mode.

F
(
m

2 (2007) 1348–1356

he mass spectrometer was calibrated with an ESI tuning solu-
ion obtained from the same manufacturer. The nebulizer gas
ressure was 50 psi, the drying gas was nitrogen at 12 l min−1,
he temperature was 350 ◦C and the capillary voltage was
500 V. The fragmentor voltage was set to 100 eV (CID 200 V)
nd the gain was 1. Additional structural information, gained
t 200 V fragmentor voltage, were obtained by detecting diag-
ostic product-ions obtained by in-source CID of the precursor
on. The m/z spectra were acquired at m/z 100–400 for both ana-
ytes in full scan mode and the data for selected ion monitoring
SIM) mode were acquired at m/z 348 → 332 for CHE and at
/z 350 → 335 for DHCHE. The dwell time for each analyte
as 199 ms.

.5. Accuracy, precision and recovery

Accuracy, precision and recovery of the determination of
BA analytes were evaluated with the plasma extracts spiked
ith CHE and DHCHE standards (seven concentrations vary-

ng from 20 to 200 ng ml−1, five replicates each). Regression
arameters of a calibration curve were calculated automatically
ig. 2. LC/ESI-MS chromatograms of the standard solution with chelerythrine
peak 1) and dihydrochelerythrine (peak 1). (A) Total ion monitoring, (B) SIM
ode for CHE (m/z 348), (C) SIM mode for DHCHE (m/z 350).
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yte concentrations were calculated from the calibration curves.
he standard addition method was used also in real samples.
ccuracy (in %) was evaluated by comparing calculated con-

entrations of the individual analytes with measured ones.

. Results and discussion

.1. Liquid chromatography/mass spectrometry
ptimization

The Zorbax SB-CN chromatographic column was found very
uitable for CHE and DHCHE separation, as well as mobile
hase containing 50 mM ammonium formiate and methanol.
reviously described method [8] used mobile phase containing
0 mM ammonium formiate. However, for the chromatographic
etermination of CHE, given mobile phase composition was not
uite proper due to a high tailing factor of CHE (at retention time
.19 min, the end of the peak nearly touches next analyte peak of
HCHE with retention time 10.02 min, so the CHE peak sym-
etry is unsatisfactory). The mobile phase containing 50 mM

f ammonium formiate suppressed the tailing and thus dramat-
cally increased the peak symmetry. Proper gradient was found
o achieve short time of analysis and best peak resolution (see

ection 2.4) with retention times 7.37 and 10.08 min for CHE
nd DHCHE, respectively. Resolution 0.71 between CHE (1)
nd SA (2) peaks and resolution 0.93 between DHCHE (3) and
ihydrosanguarine (4) peaks (see Fig. 2.) were obtained. With

o
C
a
F

ig. 3. The influence of a mobile phase composition to the efficiency of chromatogr
ormiate, (C) chromatogram of standards solution of CHE (1), sanguarine (2), DHCH
2 (2007) 1348–1356 1351

he new mobile phase composition, the method can be used for
he simultaneous determination of both, CHE and DHCHE, and
anguarine plus its dihydrosanguarine derivative. Fig. 2 shows
he chromatogram of standard solution, Fig. 3 represents the
nfluence of the mobile phase composition, and simultaneous
etermination of four analytes.

Quadruple mass spectrometric detector with electrospray
onization (ESI-MS) in the positive ion selective mode (SIM:
elected ion monitoring) was used in the commonly opti-
ised range of parameters: drying gas temperature (100–350 ◦C
ith 50 ◦C steps) and nitrogen flow (3–13 l min−1 in 1 l min−1

teps), nebulizer pressure (20–60 psi in 5 psi steps), capillary
oltage (1000–6000 V in 500 V steps) and fragmentor voltage
20–200 eV in 20 eV steps). To minimize fragmentation of ana-
ytes, gain 1 was kept constant for all experiments. At fragmentor
oltage 200 V, diagnostic product-ions obtained by in-source
ID of the precursor ion were detected at m/z 348 → 332 for
HE and at m/z 350 → 335 for DHCHE. The optimisation was
arried out by flow injection analysis (FIA) of several solutions
ontaining the 1 ng �l−1 of a single analyte. Optimum values of
etector parameters are given in Section 2.4.

Most of the parameter optimisations were in good agree-
ent with the data obtained for sanguarine, dihydrosanguarine
r benz(c)acridine [8]. However, in contrast to the other QBA,
HE and DHCHE required mobile phase containing 50 mM of
mmonium formiate to achieve higher ionisation sensitivity (See
ig. 4.) The efficiency of ionization processes in LC/ESI-MS

aphic separation: (A) 10 mM ammonium formiate, (B) 50 mM of ammonium
E (3) and dihydrosanguarine (4).
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ig. 4. FIA studies for optimisation of the ESI-MS positive mode signal. Infl
nd fragmentation were examined. Influence of both fragmentor voltage and a
xamined.

s seriously influenced by electrolyte composition and by frag-
entor voltage. The effect of ammonium formiate concentration

n the ionization efficiency was tested. The highest intensity
or CHE and DHCHE were achieved in 50 mM of ammonium
ormiate.

The mass spectra of CHE and DHCHE (Fig. 5) were scanned
n the range 100–400 m/z at 1500 V capillary voltage and colli-
ion energy set at 100 and 200 eV, respectively. The molecular
on CHE [M+H]+ was measured at m/z 348 and specific prod-
cts of fragmentation at m/z 332 [M–CH3]+, the molecular ion

HCHE [M+H]+ was measured at m/z 350 and specific prod-
cts of fragmentation at m/z 335 [M+H–CH3]+. The fragments
ere in good coincidence with so far published data [4,20]

Fig. 6).

a
r

f

of nebulizer gas flow, nebulizer pressure, gas temperature, capillary voltage
ium formiate concentration on the intensity of analytical ion current was also

.2. Near-critical CO2 extraction

.2.1. Optimisation of extraction conditions
During the optimisation of extraction conditions, selec-

ivity was in the spotlight, because of the plasma is very
omplex matrix. Our aim was to separate CHE and DHCHE
rom endogenous components present in plasma and enable
irect LC/ESI-MS analysis without the need of cleanup. Thus,
he experiments started at the mildest extraction conditions
35 ◦C, 7 MPa—lowest working conditions of the instrument)

nd were enhanced consecutively to see prospective increase of
ecovery.

All extractions from spiked plasma samples were carried out
or 15 min. Study of extraction kinetics was prolonged to 75 min.
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ig. 5. ESI-MS spectral characteristics of (A) chelerythrine and (B) dihydrochel
ee Sections 2.4 and 3.1.
pproximately, 90% of CHE and 63% of DHCHE was extracted
uring the first 10 min and the concentration of both analytes
as at the LOQ level in the fraction from 15–20 min. Also the

rapping efficiency and stripping effect were tested, as the gas

fl
l
2
e

able 1
ear-critical CO2 extraction parameters optimisation (spiked plasma samples). All ex
.5 ml of in situ MeOH/H2O mixture 1:1 (v/v) plus 0.5 ml of MeOH/H2O mixture 1
0 ml of MeOH (50 ml flask, foil seal); unless other parameters are given in the table

emperature [◦C] optimization Recovery [%]

CHE DHCHE

35 94.9 79.6
37.5 92.3 81.4
40 94.1 80.9
45 94.4 78.5
50 90.0 82.8
55 93.4 80.3
60 96.2 79.5
75 93.8 81.0
00 91.6 80.4

odifier composition Recovery [%] In situ modifier [�l]

CHE DHCHE

00% MeOH 62.2 76.4 100
0% H2O 86.4 83.5 250
5% H2O 88.5 85.6 400
0% H2O 91.6 82.5 500
0% H2O 95.2 81.0 600
0% H2O 94.3 80.7 750
5% H2O 91.0 76.1 1000

ptimum values are given in bold. All R.S.D.s are in the range 1.4–3.9%, except
.7–7.5%.
ine for the fragmentor voltage 100 and 200 eV. For chromatographic conditions
ow-rate was relatively high. Most of non-volatile QBA ana-
ytes were trapped quantitatively into foil-sealed 50 ml vial with
0 ml of MeOH. Stripping effect was insignificant during the
xtraction time.

tractions were carried out under following conditions: 10 MPa, 35 ◦C, 15 min,
:1 (v/v) per one pump filling, 12 cm restrictor 50 �m i.d., analytes trapped to

Pressure optimisation [MPa] Recovery [%]

CHE DHCHE

7.5 86.1 77.8
10 96.6 80.5
12.5 93.0 81.2
15 95.1 78.8
17.5 92.7 80.3
20 94.4 80.2
25 93.5 79.9
30 95.6 78.3
38 94.8 81.4

Recovery [%] On-line modifier [�l] Recovery [%]

CHE DHCHE CHE DHCHE

62.9 75.5 100 79.9 76.2
75.2 83.6 250 86.3 80.4
91.4 83.0 400 93.5 82.1
93.7 82.2 500 95.0 81.4
94.0 81.3 600 96.3 80.0
94.6 80.7 750 94.1 82.3
93.7 83.8 1000 96.5 81.5

the 600, 750 �l and 1 ml of on-line modifier, where R.S.D.s are in the range
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Fig. 6. LC/ESI-MS chromatograms of real samples (rat plasma naturally con-
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Some optimisations were verified for real plasma samples to

exclude prospective matrix effect, but the results were in good
agreement with the model extractions data. Pressure enhance-
ment to 15 MPa did not decrease selectivity, and thus the value

Table 2
Retention factors, calibration data, LODs and LOQs for CHE and DHCHE
obtained under optimised separation conditions of ESI-MS detection (injection
volume 5 �l) and near-critical CO2 extraction and LC/ESI-MS determination of
CHE and DHCHE in real rat plasma samples. R.S.D.s are quite high, as the total
amount of sample allowed only three repetitions at 100 �l injections

CHE DHCHE

Retention factor 4.42 6.75
Coefficient of determination R2 (n = 6) 0.9979 0.9995

LOD 1.22 ng/ml 0.95 ng/ml
3.50 pmol/ml 2.72 pmol/ml

LOQ 4.06 ng/ml 3.20 ng/ml
11.7 pmol/ml 9.06 pmol/ml

Calibration equation y = 1606716.59 x y = 964552.67 x
Sample 1 (n = 3)

Concentration ± S.D. [ng/ml]a 0.22 ± 0.01 2.28 ± 0.07
R.S.D. [%] 4.28 3.19

Sample 2 (n = 3)
Concentration ± S.D. [ng/ml] 0.51 ± 0.02 3.51 ± 0.15
R.S.D. [%] 3.63 4.40

Sample 3 (n = 3)
Concentration ± S.D. [ng/ml] 0.47 ± 0.03 2.52 ± 0.15
R.S.D. [%] 5.79 5.91

Spiked samples with 200 �l injections and n = 6 brought better R.S.D. results.
a Low concentration of analytes was expected to be another reason, why the

R.S.D.s are quite high. Although real measured concentrations were 10-times
aining analytes, (A) and spiked samples (human plasma, (B): SIM mode for
HE (peak 1) at m/z 348 and for DHCHE (peak 2) at m/z 350.

Starting extraction temperature, 35 ◦C, was found suffi-
ient. Temperature enhancement above the critical point did
ot improve recovery; it only led to lower selectivity. On the
ther hand, mild pressure increase – to 10 MPa – proved to be
elpful to the recovery. Further pressure increase (12.5, 15, 20,

tc. up to 40 MPa) did not improve much the recovery and also
owered the selectivity. Then, temperature optimisation was ver-
fied again at the 10 MPa pressure. In fact, both analytes were

h
c
t
D
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xtractable well in a wide range of temperatures and pressures,
nd optimal conditions were chosen on the base of selectivity.
electivity tests for model samples were performed with 150 �l
f blank human plasma in the extraction cell and analytes spiked
reshly to glass wool placed in upper part of extraction cartridge
o avoid analyte-matrix interaction.

As a next step, modifier composition was optimised. Pure
eOH, known to be good for lignans, gave non-quantitative

esults. Small percentage of water (10%, v/v) led to recover-
es 86 and 83% for CHE and DHCHE, respectively. In the end,

eOH/H2O mixture 1:1 (v/v) was selected as a good modi-
er. Both in situ and on-line modifier volume was optimised in
ross-linked study. A 0.5 ml of in situ MeOH/H2O mixture 1:1
v/v) and 0.5 ml of the same on-line modifier was selected as
he best choice. Under these conditions, average recoveries 94.9
nd 79.6% for CHE and DHCHE, respectively, were achieved.
maller percentage of water is slightly more favourable for
HCHE, but not so good for CHE. Higher amount of modi-
er can be used too with similar recoveries. But surprisingly it
aused increase of R.S.D.s, probably due to the fluctuation of
estrictor flow-rate. For more optimisation details, see Table 1.

.2.2. Application to real samples
igher (lower amount of mobile phase was used as a solvent and values were re-
alculated to be comparable), the concentration of CHE in sample 1 was under
he LOQ. However, R.S.D.s found for CHE were on the same level as those of
CHE, which were safely over the quantification limit.
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as applied. Extraction time was prolonged to 45 min, because
f the strong bonds with the matrix were expected. However,
either of analytes was found in concentration higher than
OQ (but traces were detected indicatively) in the fraction
0–45 min.

Samples were taken out of the freezer to laboratory tempera-
ure and immediately after plasma became liquid 100 �l aliquots
ere injected to the extraction cell. Rest of the sample was imme-
iately frozen. All samples were analysed in triplicate, as there
as not enough plasma in Eppendorf vials for more experiments.
easured concentrations are given in Table 2. Calibration curves

nd standard addition method were used for the quantification.
ue to unknown concentrations of CHE and DHCHE in the

amples and lack of certified reference materials no comparison
ith other methods is offered.

.3. Validation of the LC/ESI-MS method

Validation of chromatographic method was performed
ccording to common principles of good laboratory practice.
he limits of detection (LOD for S/N = 3) were estimated
t 1.22 ng/ml (3.50 pmol/ml) and 0.95 ng/ml (2.72 pmol/ml)

nd limit of quantification (LOQ for S/N = 10) at 4.06 ng
11.7 pmol/ml) and 3.20 ng/ml (9.06 pmol/ml) for CHE and
HCHE, respectively. The calibration curves constructed from
points (n = 12) were linear in required concentration ranges

9
p
1
i

able 3
C/ESI-MS accuracy: determination of CHE and DHCHE in plasma extracts, standa

n = 6) and repeatability and intermediate precision of CHE and DHCHE determinati

TD volume (�l) 10 20

CHE DHCHE CHE

tandard solutions in ultra-pure water (accuracy, n = 6)
Calc. content [ng/ml] 17.6 23.1 35.3
Conc. [ng/ml] 17.4 23.5 35.4
S.D. [ng/ml] 0.20 0.26 0.24
R.S.D. [%] 1.15 1.12 0.66
Recovery [%] 98.6 101.8 100.4

lasma extract spiked with standard solution (accuracy, n = 6)
Calc. content [ng/ml] 51.1 59.9 68.8
Conc. [ng/ml] 52.1 60.1 68.1
S.D. [ng/ml] 0.89 0.80 0.55
R.S.D. [%] 1.71 1.33 0.81
Recovery [%] 101.8 100.3 99.1

lasma extract spiked with the standard solution (repeatability, n = 6)
Calc. content [ng/ml] 51.1 59.9 68.8
Conc. [ng/ml] 50.8 59.2 69.2
S.D. [ng/ml] 1.00 0.52 0.54
R.S.D. [%] 1.98 0.89 0.79
Recovery [%] 99.3 98.8 100.6

lasma extract spiked with the standard solution (intermediate precision, n = 30)
Calc. content [ng/ml] 51.1 59.9 68.8
Conc. [ng/ml] 50.9 60.5 67.5
S.D. [ng/ml] 0.54 0.73 0.96
R.S.D. [%] 1.05 1.20 1.43
Recovery [%] 99.6 101.0 98.2

piked plasma extract from temperature optimisation study (200 �l of plasma spiked w
.S.D.s 1.25 and 0.76%, recoveries 94.9 and 79.6% for CHE and DHCHE, respective
vailable at the time of method optimisation.
2 (2007) 1348–1356 1355

4–400 ng/ml) with coefficients of determination r2 = 0.9979 and
= 0.9995 for CHE and DHCHE, respectively. Most important
arameters, like retention factors, limits of detection (LOD),
imits of quantification (LOQ), equations of calibration curves
nd their correlation coefficients for both analytes are given in
able 2.

Accuracy was determined for standard solutions with con-
entrations 20, 40, 100 and 200 ng ml−1 and for plasma extract
piked with the same concentrations of analytes (n = 6). For
tandard solutions, R.S.D.s varied in the range 0.66–1.15% for
ower concentrations and 0.55–0.87% for higher concentrations
avg. 0.84%), with recoveries 98.5–101.8% (avg. 100.1%). For
piked plasma extracts, R.S.D.s varied in the range 0.81–1.71%
or lower concentrations and 0.60–1.66% for higher con-
entrations (avg. 1.14%), with recoveries 99.1–101.8% (avg.
00.1%).

As for repeatability, R.S.D.s were in the range 0.73–1.90%
avg. 1.51%) and recovery was 98.5–101.0% (avg. 99.8%)
or standard solutions. For spiked plasma extracts, R.S.D.s
ere in the range 0.73–1.98% (avg. 1.04%) and recovery
as 98.8–100.9% (avg. 99.8%). Intermediate precision R.S.D.s
ere in the range 1.10–1.79% (avg. 1.33%) and recovery was

9.2–101.7% (avg. 100.3%) for standard solution, for spiked
lasma extracts R.S.D.s were in the range 0.89–1.74% (avg.
.34%) and recovery was 98.2–101.0% (avg. 100.3%). All val-
dation data are given in Table 3.

rd solutions and plasma extracts spiked with known concentrations of analytes
on for the plasma extract spiked with the standard solution (n = 6, n = 30)

50 100

DHCHE CHE DHCHE CHE DHCHE

46.2 88.2 115.5 176.4 231.0
45.5 88.4 116.3 175.9 233.0

0.49 0.77 0.68 0.97 1.66
1.08 0.87 0.58 0.55 0.71

98.6 100.3 100.7 99.7 100.9

82.98 121.7 152.3 209.9 267.8
82.5 121.3 153.1 210.5 265.9

1.22 2.02 1.34 1.42 1.59
1.48 1.66 0.88 0.68 0.60

99.4 99.7 100.5 100.3 99.3

83.0 121.7 152.3 209.9 267.8
82.1 122.0 153.6 209.1 268.3

0.92 0.98 1.60 1.54 2.63
1.12 0.81 1.04 0.73 0.98

98.9 100.2 100.9 99.7 100.2

83.0 121.7 152.3 209.9 267.8
82.3 120.8 153.4 209.4 268.0

1.43 1.07 1.99 3.17 4.35
1.74 0.89 1.30 1.51 1.62

99.2 99.2 100.8 99.8 100.1

ith 20 �l of standard solution, concentrations 33.5 ± 0.42 and 36.8 ± 0.28 ng/ml,
ly) was used for validation purposes. Long-time contaminated plasma was not
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. Conclusions

Chelerythrine and dihydrochelerythrine were successfully
xtracted from plasma and determined by means of LC/
SI-MS within 15 min with the very good accuracy, repeata-
ility and intermediate precision. Recovery achieved in opti-
isation studies was 95 and 81%, resp., extraction time
as 15 min for spiked samples and 30 min for real plasma

amples.
Although the aim (a quantitative extraction of both analytes)

as not achieved (95% of CHE seems good, but 81% of DHCHE
annot be called quantitative recovery), still the method offers
erious enhancement in comparison to QBA recoveries from
lasma reported in literature. Usually, recovery of QBA from
lant material is quantitative, but extractions from plasma and
nimal tissues reported in papers did not reach 50% (20% typi-
ally).

As for the extraction selectivity, thanks to the nylon filter in
he extraction cell, most of the extracts were clean enough to
e analysed directly, without the cleanup. Most of the ballast
ompounds were separated from the analytes. To tell the truth,
ost of the samples went through the cleanup step anyway, as

t did not cause much trouble in comparison with the risk of
hromatographic column damage. But it was proved that the
isk of filter rupture is completely avoided with the use of brand
ew disposable filters for each extraction.

At the same time, the portfolio of chromatographic methods
or QBA analysis was enhanced for two more analytes. Newly
eveloped method, optimised for CHE and DHCHE, is highly
ensitive tool for the determination of both analytes in plasma
xtracts. It is robust, with very good accuracy and precision,
nd allows also simultaneous determination of sanguinarine and
ihydrosanguinarine.

Nowadays, CHE and DHCHE are analytes of much interest.
here are over 1440 papers on CHE listed on ISI Web of knowl-

dge, but only 13 of them has something to do with LC. Let the
uick and reliable method for extraction and analysis of CHE
nd DHCHE from plasma samples is a useful contribution for
ll further investigation of QBA analytes.

[

[
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bstract

This paper investigates the detection of 2,3-dimethyl-2,3-dinitrobutane (DMNB), a marking agent in explosives, by gas chromatography (GC)
ith electron capture detection using solid-phase microextraction (SPME) as a sample preparation technique. The 25,27-dihydroxy-26,28-oxy

2′,7′-dioxo-3′,6′-diazaoctyl) oxy-p-tert-butylcalix[4]arene/hydroxy-terminated silicone oil coated fiber was highly sensitive to trap DMNB from
mmonium nitrate matrix. The analysis was performed by extracting 2 g of explosives for 30 s at room temperature and then immediately introducing

nto the heated GC injector for 1 min of thermal desorption. The method showed good linearity in the range from 0.01 to 1.0 �g/g. The relative
tandard deviations for these extractions were <8%. The calculated limit of detection for DMNB (S/N = 3) was 4.43 × 10−4 �g/g, which illustrates
hat the proposed systems are suitable for explosive detection at trace level. This is the first report of an SPME–GC system shown to extract marking
gent in explosives for subsequent detection in a simple, rapid, sensitive, and inexpensive manner.

2007 Elsevier B.V. All rights reserved.
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. Introduction

In recent years identification and quantification of traces of
xplosives has constituted an emerging and important topic of
nterest due to their relevant role in many areas concerning
he security and health of the population, including environ-

ental and toxicological effects, land mine detection, aviation
ecurity or the prevention of terrorist attacks [1,2]. Different
inds of methods including gas chromatography-electron cap-
ure detection (GC–ECD) [3], GC–tandem mass spectrometry
GC/MS/MS) [4], ion mobility spectrometry (IMS) [5], capillary
lectrophoresis [6], high performance liquid chromatography
7], liquid chromatography–MS [8], voltammetry [9], flow-

njection/electrochemistry analysis [10], X-ray systems and a
umber of chemical sensors [11,12] are involved for explosive
nalysis.

∗ Corresponding author. Fax: +86 27 8764 7617.
E-mail address: zrzeng@whu.edu.cn (Z. Zeng).

s

i
u
t
t
i

039-9140/$ – see front matter © 2007 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2007.02.018
thyl-2,3-dinitrobutane (DMNB); Explosives

Some explosives, such as dynamite, can be detected directly
y vapor-phase detectors, but plastic explosives (defined as mal-
eable at room temperature with explosive component vapor
ressures <10−4 Pa at 25 ◦C), which have been used exten-
ively by terrorists, contain only explosive ingredients of very
ow vapor pressure. Therefore, the International Civil Aviation
rganization (ICAO) adopted the “Convention on the Marking
f Plastic Explosives for the Purpose of Detection” in 1991 (rati-
ed in 1998) that requires the addition of certain marking agents,
hich have a sufficient vapor pressure that, when mixed into

he explosives, allows their detection [13]. 2,3-Dimethyl-2,3-
initrobutane (DMNB) has been identified as the most suitable
arking agent, as it does not affect explosive characteristics,

uch as shelf life and stability.
A few analytical methods have been developed for detect-

ng DMNB. The detection has been previously demonstrated

sing IMS [14]. It is effective but often requires the manual
ransfer of samples from a suspect area and thermal desorp-
ion into the spectrometer. A sensitive voltammetric detection
s newly described [15]. Under the optimal conditions, a linear
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esponse is observed over the 300–3000 mg/l DMNB concen-
ration range, with a detection limit of 60 mg/l. MS [16] and
uorescent quenching detection in connection to the polypheny-

ene conjugated polymer [17] have also been developed, aiming
o improve the sensitivity, selectivity and reliability. Neverthe-
ess, the demand for rapid, sensitive, selective, inexpensive and
eld portable device is high.

According to ICAO, the content of DMNB incorporated in
xplosives is very low (1:1000, w/w), and there is generally no
ime for using many traditional sample pre-concentration tech-
iques, which are unfortunately often an important operation
f ultra-high-sensitivity detection. Since DMNB continues to
elease its vapor at a steady rate for several years, and it does
ot readily adhere to common substances the taggant may come
n contact with [18], solid-phase microextraction (SPME) [19]
ill be a very effective tool for the detection of explosives in

he future. This technique was developed to address the need to
acilitate rapid sample preparation both in the laboratory and
n-site where the investigated system is located. It success-
ully overcomes the inherent shortcomings of traditional sample
reparation methods by integrating sample extraction, concen-
ration, and introduction for instrumental analysis into a single
tep. SPME eliminates use of organic solvents, and substantially
hortens the time of analysis and allows convenient automation
f the sample preparation step. Additionally, the often-lower
etection limits possible using SPME allow for confirmation of
ositive samples that previously went undetected. Perr et al. [20]
sed SPME to extract explosive and taggant for IMS vapor detec-
ion. The utility of IMS was greatly enhanced by using SPME
apor sampling because of the increase in sampling efficiency
nd improved sensitivity. However, a SPME-IMS interface was
ecessary to couple the extraction efficiency of SPME to the
etection capability of IMS. In this sense, GC will be a good
hoice as the fiber of SPME can be inserted directly into the
njector of a gas chromatograph without any interface.

SPME fiber coating plays the most important role in
he extraction and the coating based on host–guest interac-
ions have attracted increasing attention [21,22]. Calixarenes
re best known to form host–guest complexes with organic
pecies [23]. By changing the functionality and the cav-
ty sizes of calixarenes, chemical specificity of host–guest
nteraction can therefore be achieved. 25,27-Dihydroxy-26,28-
xy (2′,7′-dioxo-3′,6′-diazaoctyl) oxy-p-tert-butylcalix[4]arene
amide bridged-C[4]) [24] offers simultaneous polar (lower-
im) and nonpolar (upper-rim) features, which should represent
nhanced binding toward DMNB owing to its polar nitro sub-
tituents and nonpolar alkyl chain.

The purpose of our work is to assess the feasibility of
he headspace-SPME technique combined with GC with elec-
ron capture detection (ECD) for effective determination of
MNB in explosives using laboratory-made amide bridged-
[4]/hydroxy-terminated silicone oil coated fiber (amide
ridged-C[4]/OH-TSO) [24]. Ammonium nitrate is used as sam-

le matrix as it is an explosive in its purest form and is often
sed by terrorists in China. Parameters affecting the sorption of
MNB to the fiber, including extraction time, extraction tem-
erature and desorption time were optimized. Interferences from

2

b

2007) 1581–1585

ther compounds and different solvents were discussed. The
xtraction ability of this new fiber to DMNB was compared with
hose of commercial polyacrylate (PA), poly(dimethylsiloxane)
PDMS) and PDMS/divinylbenzene (PDMS/DVB) fibers. At
ast, linearity, detection limit, and precision of the whole proce-
ure were validated.

. Experimental

.1. Instrumentation

The experiments were performed using a SP-6800A capillary
C system (Shangdong Lunan Ruihong Chemical Instrument
orporation, Tengzhou, China) equipped with a capillary split

njector system and an electron capture detector (ECD, 63Ni), on
n SE-54 capillary column (30 m × 0.25 mm i.d., 0.33 �m film
hickness). Online data collection and processing was done on
hromatopac model SISC-SPS (Beijing, China). The oven tem-
erature was programmed from 190 ◦C, and then increased to
30 ◦C at 15 ◦C/min (held 6 min). The temperatures were 320 ◦C
or the injector and 300 ◦C for the ECD detector. Ultrapure nitro-
en (>99.999%) was used as the carrier gas and make-up gas.
he flow-rate of make-up gas was 20 ml/min and the column
ow-rate was 1 ml/min in the 1:20 split mode for all the analyses
xcept the experiments in Section 3.6, which were splitless.

A laboratory-made SPME with amide bridged-C[4]/OH-
SO fiber (30 mg, 85 �m) syringe was used to transfer the
xtracted sample to the GC injector for analysis. The commer-
ially available PA (85 �m), PDMS (100 �m) and PDMS/DVB
65 �m) coated fibers were obtained from Supelco (Bellefonte,
A, USA).

.2. Preparation of amide bridged-C[4]/OH-TSO fiber

The fiber was prepared according to Ref. [24]. In brief,
0 mg of amide bridged-C[4] was dissolved in 200 �l of
ethylene chloride, and then 90 mg of OH-TSO, 100 �l of

etraethoxysilane (TEOS), 50 �l of 3-(2-cyclooxypropoxyl)-
ropyltrimethoxysilane (KH-560) and 10 mg of poly(methyl-
ydrosiloxane) (PMHS) were added and mixed thoroughly
y ultrasonic agitation in a plastic tube. A 38 �l volume of
rifluoroacetic acid containing 5% water was sequentially added
o the resulting solution with ultrasonic agitation for another
min. The mixture was centrifuged at 12,000 rpm for 8 min.
he top clear sol solution was used for fiber coating. After the

reated fiber was dipped vertically into the sol–gel solution for
0 min, a sol–gel coating was formed on the bare outer surface
f the fiber end (about 1 cm). For each fiber, this coating process
as repeated several times until the desired thickness of the

oating was obtained. The fiber was then placed in a desiccator
t room temperature for 12 h and then conditioned at 280 ◦C
nder nitrogen for 2.5 h in the GC injection port.
.3. Reagents and standards

2,3-Dimethyl-2,3-dinitrobutane (DMNB) was synthesized
y Beijing General Research Institute of Mining and Metallurgy,
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3.2.3. Desorption time
The influence of desorption time on the extraction efficiency

was studied by placing the fiber with the adsorbed analyte in
the injector for progressively longer periods of time. Thanks to
X. Li et al. / Talant

eijing, China. Ammonium nitrate (AR) was purchased from
hanghai Chemical Factory, China. Certain amounts of DMNB
nd dried ammonium nitrate were mixed and mortared to get
tandard sample with a concentration of 0.01–1.0 �g/g, respec-
ively. The optimization of SPME conditions was performed in
he mixture with a concentration of 1.0 �g/g. All solvents used
n this study were analytical-reagent grade.

.4. Headspace-SPME procedure

Before the initial application, the fibers were conditioned
ccording to the recommendations of the producer. Each day,
efore analysis, the amide bridged-C[4]/OH-TSO fiber was con-
itioned for 20 min in the GC injector to verify that no extraneous
ompounds were desorbed from the fiber. To prevent the ana-
ytes from being adsorbed on the glass wall, the amber vials were
cid washed and silanized with trimethylchlorosilane prior to the
xperiments.

For the analysis of DMNB, a 2 g of mixture was added in a
0-ml amber vial. The vial was closed with butyl rubber stoppers
rapped with PTFE sealing tape, and then sealed with aluminum

aps. The extraction was performed by exposing the coated fiber
nd to the headspace of the vial for 30 s at room temperature
23–27 ◦C). The fiber was then immediately inserted into the
eated GC injector for 1 min of thermal desorption. All the deter-
inations were performed in duplicate except extra explanations

nd the average values were reported.

. Results and discussion

.1. Investigation of the vapor pressure of DMNB in
mmonium nitrate

In order to investigate the vapor pressure of DMNB in ammo-
ium nitrate, the experiments were divided into two groups: in
ne group, five extractions were performed from five separate
ials (freshly prepared samples); in the other group, five extrac-
ions were performed from the same vial. And then, the relative
tandard deviations of peak areas were obtained for each group.

s shown in Table 1, the result that there were no obvious
ifferences between the two groups shows the vapor pressure
f DMNB in ammonium nitrate can be considered invariable
uring that period, which is consistent with the known facts

able 1
eak areas of extracting from the same vial vs. extracting from different vials

eak areas from
ifferent vials (�v s)

Peak areas from the
same vial (�v s)

.97 × 107 7.07 × 107

.25 × 107 7.51 × 107

.34 × 107 6.82 × 107

.11 × 107 7.10 × 107

.59 × 107 6.86 × 107

verage value = 7.06 × 107,
R.S.D.a = 4.17%

Average value = 7.07 × 107,
R.S.D. = 3.89%

a R.S.D. (%) = relative standard deviations.
2007) 1581–1585 1583

hat DMNB continues to release its vapor at a steady rate for
–10 years [18]. Consequently, some of experiments could be
erformed using one sample vial, such as the investigation of
xtraction time, desorption time and the precision of the method.
hese results also illustrate that SPME is very suitable for anal-
sis of DMNB.

.2. Optimization of SPME operating conditions

.2.1. Extraction temperature
The extraction temperature profile of DMNB in ammonium

itrate was investigated. By increasing the temperature of the
ample, the vapor pressure of the analyte is increased, allow-
ng the partitioning of the analyte between the sample and the
eadspace to reach equilibrium more quickly. However, at the
xcessively high temperatures, the affinity of the analyte for
he fiber coating diminishes. An optimum temperature exists
or the partitioning of the analyte among the sample matrix,
eadspace and fiber coating, with the maximum loading onto
he fiber. The results showed that the highest yield was obtained
t 70 ◦C, which is 1.7 times more than that at 27 ◦C (room tem-
erature). But in this paper, all experiments were carried out
t room temperature (23–27 ◦C) for the convenience of the real
ample analysis.

.2.2. Extraction time
Fig. 1 shows the adsorption time profile of DMNB in ammo-

ium nitrate. From this figure, it can be seen that the extraction
ield increased significantly with the increase of extraction time.
he extraction amount at 180 s was 6.14 times more than that at
s, and was 1.93 times more than that at 30 s. Since the response
as acceptable, an extraction time of 30 s was set to meet the
emand for fast determination of explosives.
Fig. 1. The extraction time profile of DMNB in ammonium nitrate.
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the relative standard deviations (R.S.D., %)

The linearity of the method was tested by extracting 2 g of
DMNB samples with increasing concentrations (from 0.01 to
ig. 2. Comparison of the extraction ability to DMNB by use of amide bridged-
[4]/OH-TSO fiber and commercial PDMS, PA and PDMS/DVB fibers.

he high thermal stability of amide bridged-C[4]/OH-TSO fiber
up to 380 ◦C), the experiments were performed by setting the
njector temperature to 320 ◦C. It was observed that DMNB was
ully desorbed into the injector after 1 min. And then a desorption
ime of 1 min was selected in this study.

.3. Extraction efficiency of Diglycidyloxy-C[4]/OH-TSO
ber

Fig. 2 compared the extraction capability of DMNB by use of
ur laboratory-made sol–gel amide bridged-C[4]/OH-TSO fiber
nd commercial PDMS, PA and PDMS/DVB fibers. The result
evealed that amide bridged-C[4]/OH-TSO fiber represented the
ighest efficiency for DMNB among these fibers. Firstly, the
ntroduction of the polar amide bridge in calixarene molecules
nhances the polarity of the sol–gel coating and increases the
ydrogen bonding and dipole–dipole interactions with DMNB.
econdly, it is due to the cavity-shaped cyclic molecular
tructure and hydrophobic interactions between DMNB and cal-
xarene resulting from the cavity and the hydrophobic tert-butyl
roups. Thirdly, this becomes possible also thanks to the out-
tanding material properties of sol–gel coating, which provides
orption sites for both the polar and nonpolar analytes.

.4. Effect of solvents

The effect originated from different volumes of solvents
methanol, hexane, toluene and water) added to the sample
as studied. The experiment was done by injecting each sol-
ent to a closed sample vial. As shown in Fig. 3, the addition
f small amounts of solvents greatly decreased the extraction
mounts of DMNB. When the volume of water exceeded 2 ml

n 2 g of mixtures, the extraction amount of DMNB was less
han 7.13% of that with no water added. That is to say, the
etermination of DMNB with SPME technique should avoid
ny addition of solvents; otherwise, positive samples may go
ndetected.

F
0
D

Fig. 3. The effect of solvents on the extraction amounts of DMNB.

.5. Interference from other compounds

Interference from organics such as nitrobenzenes explo-
ives (nitrobenzene, p-nitrotoluene, p-nitroethylbenzene, m-
initrobenzene and o-dinitrobenzene), aroma substances in
rinks (n-propanol, isobutanol, isoamyl alcohol, n-hexanol,
inalool, �-phenylethanol, ethyl acetate, isobutyl acetate, ethyl
utyrate, isoamyl acetate, ethyl hexanoate, ethyl lactate, ethyl
ctanoate, ethyl decanoate, diethyl succinate, acetic acid, hex-
noic acid, octanoic acid and decanoic acid) and nitroglycerin
ablets (a kind of medicine often used by air) were studied. Apart
rom nitrobenzenes, all these compounds showed no peaks in the
hromatograms under that condition. Although some of these
itrobenzenes could be determined, and the response of DMNB
as suppressed by adding the organics, they showed no inter-

erence in the identification of DMNB with a concentration of
.0 �g/g (as shown in Fig. 4).

.6. Limit of detection, linearity, correlation coefficient and
ig. 4. Chromatogram of extraction of DMNB in ammonium nitrate spiked with
.05 mg/g of nitrobenzenes compounds. Peaks: 1, methanol; 2, nitrobenzene; 3,
MNB; 4, p-nitrotoluene; 5, p-nitroethylbenzene; 6, m-dinitrobenzene.
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.0 �g/g). The headspace-SPME procedure with sol–gel-coated
mide bridged-C[4]/OH-TSO fiber showed extraordinarily wide
inear ranges with a correlation coefficient of 0.999. The calcu-
ated limit of detection (LOD) was 4.43 × 10−4 �g/g, estimated
n the basis of 3:1 signal to noise ratios. The linearity was
roader and the LOD was much lower than those described
n Ref. [15]. In contrast to SPME-GC, no DMNB in the chro-

atogram was obtained by direct injection of 60 �l of gas in
he headspace of the vial containing DMNB sample with a
oncentration of 1.0 �g/g.

The precision of the method was determined by perform-
ng five consecutive fiber extractions from DMNB samples with
ach concentration. The corresponding standard deviation, cal-
ulated for these extractions and expressed as a percentage, was
elow 8%.

In order to demonstrate the practical suitability of the pro-
edure, DMNB mixture with a concentration of 0.1 �g/g was
ackaged in two plastic bags. One bag was tied securely and the
ther was unsealed and both of these samples were placed in a
esiccator at room temperature. The samples were analyzed at
ntervals of 15 days. Results showed DMNB in the tied bag was
etectable by SPME-GC system even after 6 months, but it was
ndetectable in the unsealed one only after 3 months because of
he moisture absorption of ammonium nitrate.

. Conclusions

A sensitive and effective method to identify and detect
arking agent in explosives is proposed by combination GC
ith ECD using SPME as a sample preparation technique.
sing SPME technique simplifies the detection process, and

llows for rapid field sampling. The laboratory-made sol–gel
mide bridged-C[4]/OH-TSO fiber was very sensitive to trap
MNB from ammonium nitrate and LOD of 4.43 × 10−4 �g/g
as achieved. The explosive or non-explosive compounds do
ot interfere with detection and identification. Considering the
ood characteristics owned by calixarene-based sol–gel coatings

uch as stability, uniform, high sensitivity and long lifetime,

chemical sensor based on calixarenes-containing polymer
lm proceeded with optical instruments will be introduced for

mproved selectivity, sensitivity and availability.

[
[
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bstract

Operational parameters like migration time, temperature, voltage, composition of background electrolyte and content of organic modifier were
ptimized in CZE for the determination of lignin-like phenolic compounds.

The applied background electrolyte buffer consisted of a Na2B4O7, KH2PO4 aqueous solution, pH 9.15 using acetonitrile as organic modifier
ith UV-detection. Compounds, such as acetosyringone, acetovanillone, syringealdehyde, p-hydroxyacetophenone, vanillin, syringic acid, ferulic

cid, p-hydroxybenzaldehyde, p-coumaric acid, vanillic acid and p-hydroxybenzoic acid were applied as reference compounds.
The quality and quantity of different phenolic compounds obtained upon alkaline CuO oxidation of a commercial humic acid were determined
ith CZE using ethylvanillin as internal standard.
The optimized CZE revealed has being an appropriate method since it is quick, sensitive and quantitative and does not require a time-consuming

ample preparation.
2007 Elsevier B.V. All rights reserved.

eywords: Capillary zone electrophoresis; Humic acids; Phenols; CuO oxidation
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. Introduction

Humic substances (HS) are the most important natural
unlight-absorbing components in aquatic environments. The
ajor proportion of carbon on earth’s surface is present as humic

ubstances, resulting of the decomposition of organic materials
hich can be found as colloidal or dissolved matter as well as

oils constituents.
According to general adopted procedure, HS can be divided

nto three fractions based on water solubility: (a) humin, the
raction that is not water soluble at any pH; (b) humic acids
HA), the fraction that is not soluble under acidic conditions
pH bellow 2) but becomes soluble at higher pH; finally, fulvic
cid (FA), the fraction that is soluble under all pH conditions.

Analytical methods have been used in order to develop

tructural models that allow a better understanding of the envi-
onmental role and basic functions of HS. The structural models
uggest a relative biologically resistant and highly substituted
ore of aromatic nature with the presence of heterocyclic struc-
ures. The units are linked to each other by alkyl chains of

∗ Corresponding author. Tel.: +351 234401408.
E-mail address: Valdemar@dq.ua.pt (V.I. Esteves).
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ifferent lengths that are highly substituted with functional
roups, such as carboxylic, aliphatic, aromatic, hydroxyl and
mino groups [6,12–15].

Lignin is an abundant and stable phenolic macromolecule,
ardly accessible to most organisms, found in vascular plants,
ith an important role on plants structure and essentially absent

n all other living organisms. A large number of phenolic com-
ounds presents in lignin are also present in humic substances.

Lignin has been used as a fingerprint of terrestrial input for
arine organic matter, namely humic substances.
Analyses of phenolic compounds derived from humic sub-

tances or lignin gives evidence of the presence of terrigenous
ascular plant material in marine samples and provides infor-
ation on the taxonomic source and diagenetic state of humic

ubstances, making a unique tracer for vascular plant mat-
er, suitable even for the chemotaxonomic distinction between
ngiosperms, gymnosperms and non-woody vascular plants.
henols in these substances are considered fingerprints of the
rganic matter of terrestrial samples [1,2,10,11].
Due to the complexity of the sample, identification and
uantification of phenols lignin-derived from humic substances
equire a previous oxidative hydrolysis with CuO, followed by
xtraction with an organic solvent—ethyl ether [1,2].
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The compounds obtained by CuO-oxidation procedure can
e analysed and identified using different techniques that usu-
lly have a complex sample preparation protocol [7]. Usually,
erived lignin-phenols obtained from CuO oxidation are anal-
sed by gas chromatography after derivatization, resulting in a
ong analysis time [8].

Commonly used techniques for the characterization of lignin-
erived phenols are either gas capillary chromatography with
used-silica columns as used by Hedges and Ertel [3], Tareq et
l. [10], Hautala et al. [16], or high-performance liquid chro-
atography as used by Štěrbová et al. [17], Sjöberg et al. [18],
obbes et al. [19]. These methods either suffer from low sen-
itivity, time-consuming procedures or chemical modification
rocedures. Thus, there is a need for the development of highly
pecific, quantitative methods, but without any derivatization
rocess, like the one used in gas chromatography. Capillary
one electrophoresis is becoming a commonly applied analytical
ethod for the analysis of various lignin degradation products

1,8]. The main advantage of capillary electrophoresis in phe-
ols analysis is the high separation power, leading to fast and
ell resolved separation of similar compounds by adjusting the
ain parameters that affect electrophoretic behaviour, includ-

ng buffer concentration, pH, applied potential and cartridge
emperature [7–9]. CZE also allows the use of small amounts
f sample, which sometimes can be a very important issue. [6]
his technique avoids the derivatization procedure and allows

he accomplishment of well-resolved separations in less time
han the usually taken by chromatographic methods.

This work reports the separation, identification and quan-
ification of phenolic compounds obtained by CuO oxidation of
umic substances, using ethylvanillin as an internal standard, by
apillary zone electrophoresis coupled to a diode array detector.

. Materials and methods

.1. Instrumentation

All experiments were performed using a Beckman P/ACE
DQ capillary electrophoresis system equipped with a diode

rray detector. Separation was carried out on an 42.8 cm long
used-silica capillary (36 cm effective length to the detector),
5 �m internal diameter and 375 �m of external diameter. To
ptimize the separation and to obtain a more stable baseline, ca.
mm of the polyimide coating was removed by burning both
nds of the capillary and then polishing them.

.2. Buffer and standards

The run buffer consisted of a daily prepared 4.3 × 10−2 M
a2B4O7 + 2.7 × 10−2 M KH2PO4 + 8.5% CH3CN solution
ith a final pH of 9.15. The buffer was prepared with ultra-pure
ater and using acetonitrile as an organic modifier.
An internal standard stock solution of ethylvanillin (99%,
ldrich) was prepared at a concentration of 0.01 M. A stock
tandard solution was also prepared containing all of the fol-
owing reagents at a 0.01 M concentration: acetosyringone
97%, Aldrich), acetovanillone (98%, Aldrich), syringealde-

N
o
i
w

72 (2007) 1404–1409 1405

yde (99%, Aldrich), p-hydroxyacetophenone (99%, Aldrich),
anillin (99%, Merck), syringic acid (98%, Sigma), ferulic
cid (99%, Aldrich), p-hydroxybenzaldehyde (99%, BHD), p-
oumaric acid (98%, Sigma), vanillic acid (97%, Aldrich),
-hydroxybenzoic acid (99%, Aldrich). Standards calibra-
ion solutions, with concentrations ranging 1.25 × 10−5 to
.5 × 10−3 M, were prepared upon dilution of the stock solu-
ion. Internal standard was added to these standards in order to
btain a final concentration of 2.5 × 10−5 M.

Stock solutions were prepared by dissolving the reagents in a
mall quantity of acetonitrile and then by completing the volume
ith ultra-pure water. Calibration solutions were then prepared
y dilution of the previous stock solution. The dissolution of
he reagents was not made in methanol in order to avoid the
xidation of aldehydes and the isomerization of ferulic and p-
oumaric acids. All the solutions were kept on closed vials, under
2 atmosphere, at 4 ◦C.
Buffer, standards and samples were filtered through a

.22 �m membrane filter.

.3. Sample preparation

The humic acids derived phenols were obtained according to
he method described by Hedges and Ertel [3], which involves
uO oxidation of 100 mg of Fluka humic acids. Humic acids
ere placed in an air tight Teflon vial protected by a steel bomb
tted with a screw cap with 100 mg of ammonium iron(II) sul-
hate hexahydrate [Fe(NH4)2(SO4)2·6H2O], 250 mg of CuO
nd 6 mL NaOH 2 M (purged with N2). The Teflon vial and the
omb were sealed under nitrogen atmosphere in a glove box,
fter being one night in this atmosphere.

The oxidation was carried out by heating the bombs at 155 ◦C
or 3 h in an oven. After cooling the bomb under running tap
ater and adding 10 �L of internal standard 0.01 M, the super-
atant of the Teflon vial was saved and the sediment washed
ith four portions of 5 mL NaOH 1M (purged with N2). The

upernatants and washings were acidified with HCl 6 M to pH
, transferred to a 50 mL centrifuge tube and centrifuged at
000 rpm for 10 min. The precipitate was washed with acidified
ater (pH 1) and the centrifugation repeated.
The combined supernatants were extracted for three succes-

ive times with 20 mL of ethyl ether and then these ether extracts
ere passed through an anhydrous Na2SO4 column. Finally, the

thyl ether was evaporated under a N2 stream and the obtained
olid residue dissolved in 2 mL of acetonitrile plus 2 mL of
uffer.

.4. Capillary column conditioning

New capillaries were conditioned with NaOH 1 M for 10 min,
ollowed by 30 min, with NaOH 0.1 M, 5 min with ultra-pure
ater and finally 10 min with electrolyte.
The capillary was conditioned every day with NaOH 1 M,
aOH 0.1 M, ultra-pure water and electrolyte for 5 min each, in
rder to obtain a stable baseline and to improve the reproducibil-
ty of the migration time. Before each injection, the capillary
as flushed with NaOH 0.1 M for 5 min, ultra-pure water for
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Fig. 1. Influence of the percentage of organic modifier in buffer composition on
the migration time. Peak identification: (1) acetosyringone, (2) acetovanillone,
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Comparing the values of the CV (Table 1) is possible to

observe that the reproducibility of the migration time is higher
at 25 ◦C for the shorter migration time, since most of the values
of CV are smaller, decreasing for the higher migration times.
406 D.L.D. Lima et al. / Ta

min and electrolyte for 3 min. All flushing was performed using
0.0 psi pressure.

.5. Separation conditions

Injection times varied from 4 s for the less concentrated stan-
ards to 2 s for the most concentrated; samples were injected for
s.

Electrophoretic separations were carried out at positive power
upply of 25 kV for 15 min, maintaining the capillary tempera-
ure at 25 ◦C, resulting in a current of ∼250 �A.

Solutes were monitored by detection at 214 nm or in the range
90–300 nm for multi-wavelength detecting.The run buffer vials
ere used for four consecutive injections before replacement
ith new vials.

. Results and discussion

.1. Optimization of capillary zone electrophoresis

Factors, such as electrolyte composition, applied voltage,
njection time, temperature and stability of the hydrodynamic
njection have a great influence on the migration behaviour of
henolic compounds. Therefore, it is important to study these
actors deeply. Using optimum separation conditions, it is possi-
le to control the electrophoretic mobilities of the solutes or the
lectrophoretic flow (EOF) in order to obtain higher resolutions.

.1.1. Effect of organic modifiers
The effect of organic solvents within the buffers, on the reso-

ution, was evaluated using a buffer with 4.3 × 10−2 M Na2B4O7
nd 2.7 × 10−2 M KH2PO4, a temperature of 25 ◦C and a voltage
f 30 kV. As organic modifier, 8.5, 12 and 15% of acetonitrile
ere used in our study.
Electrophoretic mobility, as a normalized parameter it per-

its, in principle, the comparisons with similar literature
amples, was calculated using the following expression:

i(net) = Vi(net)

E
= LD × LT

Mt × V
(cm2 s−1 V−1)

here LD is the length to the detector, LT the total length, Mt the
igration time and V is the voltage applied.
The electrophoretic mobility of phenolic acids decreases with

he increasing of the organic modifier content, resulting in an
ncrease on the migration time and analyses time (Fig. 1).

Using 8.5% of acetonitrile in buffer composition we can
chieve a good separation in less than 15 min. On the other hand,
f we use 15%, the time of analyses is greater than 20 min.

Generally, the resolution is higher when is used a electrolyte
ith higher percentage of acetonitrile, but due to the broaden-

ng of the last peaks, the resolution between two consecutives
eaks that have similar migration times, like p-coumaric acid

nd vanillic acid, decreases to values lower than 2.5.

In order to obtain values of resolution higher than 2.5 for all
he compounds, and to obtain the highest values of efficiency, it
as decided to use an electrolyte with 8.5% of acetonitrile. The

F
P
(
f
a

3) syringealdehyde, (4) ethylvanillin, (5) p-hydroxyacetophenone, (6) vanillin,
7) syringic acid, (8) ferulic acid, (9) p-hydroxybenzaldehyde, (10) p-coumaric
cid, (11) vanillic acid and (12) p-hydroxybenzoic acid.

alues of efficiency obtained with this electrolyte composition
ere found to be between 130,000 and 25,000 theoretical plates.

.1.2. Effect of applied temperature
Temperature is an important factor in the evaluation of

he stability of the migration times. We studied the use of
wo different temperatures, 20 and 25 ◦C maintaining a con-
tant voltage of 20 kV. From Fig. 2, we can observe that
ncreasing the temperature, the mobility of the compounds also
ncreases. For this reason, it would be better to choose 25 ◦C
n order to have a less time-consuming analysis. But there are
thers parameters to have in consideration, such as the repro-
ucibility of the migration times, resolution between peaks and
fficiency.

The reproducibility of migration time and related areas were
ested through the coefficient of variation (CV):

V = S

xmed
× 100 %,

here S is the standard deviation and xmed the mean value.
ig. 2. Influence of the temperature on the migration time of the analytes (n = 6).
eak identification: (1) acetosyringone, (2) acetovanillone, (3) syringealdehyde,
4) ethylvanillin, (5) p-hydroxyacetophenone, (6) vanillin, (7) syringic acid, (8)
erulic acid, (9) p-hydroxybenzaldehyde, (10) p-coumaric acid, (11) vanillic acid
nd (12) p-hydroxybenzoic acid.
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Table 1
Coefficient of variation of the migration times and of the ratio areas of analyte
and of IS for each compound at 20 and 25 ◦C (n = 6)

Analyte CV (%)

Migration time Ratio areas

25 ◦C 20 ◦C 25 ◦C 20 ◦C

Acetosyringone 0.39 0.71 1.68 2.30
Acetovanillone 0.49 0.73 1.63 3.66
Syringealdehyde 0.09 1.02 1.61 1.42
Ethylvanillin (IS) 0.19 0.95 – –
p-Hydroxyacetophenone 0.84 0.73 1.01 1.58
Vanillin 0.13 1.10 3.83 1.20
Syringic acid 1.02 0.84 1.71 2.38
Ferulic acid 1.26 0.89 2.15 1.34
p-Hydroxybenzaldehyde 0.41 1.12 2.36 12.90
p-Coumaric acid 1.46 1.06 3.04 3.81
V
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Fig. 3. Electropherogram of a standard solution with a concentration of 0.001 M
for each compound. Peak identification: (1) acetosyringone, (2) acetovanillone,
(3) syringealdehyde, (4) ethylvanillin, (5) p-hydroxyacetophenone, (6) vanillin,
(
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3.3. Performance of the method

Regression analysis for each compound was performed
with seven standards, with the concentrations ranging between

Table 2
Summary of the migration times and 95% confidence interval of the compounds
under optimized conditions (each migration time was obtain by the mean of
eleven values)

Compound Migration time (min)

Acetosyringone 5.34 ± 0.02
Acetovanillone 5.89 ± 0.02
Syringealdehyde 6.13 ± 0.02
Ethylvanillin 6.29 ± 0.03
p-Hydroxyacetophenone 6.53 ± 0.03
Vanillin 7.04 ± 0.03
Syringic acid 7.73 ± 0.05
Ferulic acid 8.07 ± 0.06
anillic acid 1.47 1.09 1.42 2.29
-Hydroxybenzoic acid 1.90 1.38 1.98 11.75

n what concerns area ratios, the reproducibility is, for most
nalytes, higher at 25 ◦C.

The resolution between two consecutive points is also impor-
ant, and it should be greater than 2.0. The smallest values
btained for the resolution were between the following pairs
f compounds: syringealdehyde/ethylvanillin, ethylvanillin/p-
ydroxyacetophenone and p-coumaric acid/vanillic acid. For the
rst two pairs, the resolution was higher at 25 ◦C, while for the

ast considered pair, the value was smaller, yet higher then 2.0.
n order to obtain resolution values higher than 2.0 for all com-
ounds, better reproducibility of area ratios and shorter analysis
ime the experimental temperature was set at 25 ◦C.

.1.3. Effect of applied voltage
The ideal separation in CZE is usually obtained by using a

oltage as high as possible, in order to obtain the best separation,
n the shortest time, with the best efficiency. High voltages lead
o difficult heat dissipation during the electrophoretic separation
ue to the Joule effect. Joule heating is known to affect the
lectroosmotic flow (EOF), diffusion of analytes and therefore
he efficiency and reproducibility of the separation. For this last
eason, is then important to control this phenomenon.

To choose the most appropriate voltage in the electrophoretic
eparation, a study was made using different values of voltage:
0, 25 and 30 kV at a temperature of 25 ◦C, using an electrolyte
omposed by 4.3 × 10−2 M Na2B4O7, 2.7 × 10−2 M KH2PO4
nd 8.5% of acetonitrile and an injection of 0.3 psi 3 s.

Comparing the results obtained at different values of volt-
ge, it is possible to conclude that increasing the voltage we
ecreased the migration time, leading to a faster analysis. For
his reason, we could choose a voltage of 30 kV. However, this
igh voltage leads to an intense Joule effect and thus efficiency
ost.

Choosing 30 kV as the separation voltage, the resolution

etween p-coumaric acid and vanillic acid (most critical pair of
ompounds) is smaller than 2. However, for a voltage of 25 kV,
he resolution between the two peaks mentioned is higher than
, which is an acceptable value. The resolution obtained per-

p
p
V
p

7) syringic acid, (8) ferulic acid, (9) p-hydroxybenzaldehyde, (10) p-coumaric
cid, (11) vanillic acid and (12) p-hydroxybenzoic acid. Injection time: 2 s; injec-
ion pressure: 0.3 psi; voltage: 25 kV; temperature: 25 ◦C; detection: 214 nm.

orming the separation at 20 kV is higher, but in some cases the
fficiency decreases due to the broadening of the peaks.

A compromise was made between a poorer separation at a
igh voltage and a longer time analyses at too low voltage, by
dopting 25 kV for the separation of the phenolic compounds.

.2. Electrophoretic separation of phenolics

Under optimized conditions, it was possible to separate
nd determine all compounds present in the standard solutions
Fig. 3). These compounds can be obtained after alkaline CuO
xidation of humic substances, for which lignin can be an impor-
ant source.

Under the optimized conditions of CZE described, the migra-
ion times of the compounds in study are the ones indicated in
able 2.
-Hydroxybenzeldehyde 8.50 ± 0.04
-Coumaric acid 9.49 ± 0.09
anillic acid 9.73 ± 0.09
-Hydroxybenzoic acid 12.4 ± 0.2
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Table 3
Summary of calibration and precision data for the method

Compound Equation of regression line r LOD (mol/dm3) Lin (%) AS

Acetosyringone y = (0.96 ± 0.02) × −0.01 ± 0.02 0.999 1.12 × 10−4 99.985 0.037
Acetovanillone y = (0.91 ± 0.01) × −0.00 ± 0.01 0.999 9.11 × 10−5 99.989 0.030
Syringealdehyde y = (1.16 ± 0.01) × −0.02 ± 0.02 0.999 8.16 × 10−5 99.987 0.027
p-Hydroxyacetophenone y = (0.584 ± 0.006) × +0.019 ± 0.008 1.000 7.62 × 10−5 99.994 0.025
Vanillin y = (1.12 ± 0.01) × −0.00 ± 0.01 1.000 6.95 × 10−5 99.989 0.023
Syringic acid y = (2.03 ± 0.03) × −0.07 ± 0.04 0.999 1.15 × 10−4 99.968 0.038
Ferulic acid y = (1.87 ± 0.02) × +0.01 ± 0.02 1.000 7.41 × 10−5 99.981 0.025
p-Hydroxybenzeldehyde y = (0.70 ± 0.01) × +0.03 ± 0.01 0.999 1.12 × 10−4 99.989 0.037
p-Coumaric acid y = (2.20 ± 0.03) × +0.05 ± 0.04 0.999 1.08 × 10−4 99.968 0.036
Vanillic acid y = (2.34 ± 0.02) × −0.01 ± 0.03 1.000 6,17 × 10−5 99.980 0.020
p 0.999 1.18 × 10−4 99.961 0.039
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Table 4
Summary of the concentrations of phenols in Fluka humic acids with 95%
confidence limits

Compound [Humic acids]
(�g/gsample)

Number of replicates

Acetosyringone n.d. –
Acetovanillone 83 ± 5 15
Syringealdehyde n.d. –
p-Hydroxyacetophenone 104 ± 3 15
Vanillin 121 ± 4 15
Syringic acid 123 ± 9 10
Ferulic acid 14 ± 6 14
p-Hydroxybenzeldehyde 49 ± 7 15
p-Coumaric acid 49 ± 6 7
Vanillic acid 189 ± 4 15
p

n

a
p

-Hydroxybenzoic acid y = (2.23 ± 0.04) × −0.03 ± 0.05

.25 × 10−5 and 2.5 × 10−3 M, and four replicates each. The lin-
arity of response of the method was confirmed making analysis
f standard solutions containing a mixture of the phenols that
re expected to be found in humic acids samples (Table 3). Cor-
elation coefficients ranging between 0.999 and 1.000 (Table 3)
uggest that the method used is linear for the range of concen-
ration used in this study.

The linearity (Lin) was calculated by the equation:

in (%) = 100 − R.S.D.b

here R.S.D.b is the relative standard deviation of the slope.
inearity ranged between 99.961 and 99.994. Another analyt-

cal parameter was calculated, the analytical sensitivity (AS),
alculated as the standard deviation of the residual divided by
he slope.

.4. Determination of phenolic compounds in humic acids
An electropherogram of a humic acid sample is shown in
ig. 4. Peaks were assigned not only by comparing the migration

imes with those of standards, but also by multi-wavelength scan-
ing of the peaks between 190 and 300 nm with a UV-photodiode

ig. 4. Electropherogram of a Fluka humic acid sample. Peak identification: (1)
cetovanillone, (IS) ethylvanillin, (3) p-hydroxyacetophenone, (4) vanillin, (5)
yringic acid, (6) ferulic acid, (7) p-hydroxybenzaldehyde, (8) p-coumaric acid,
9) vanillic acid and (10) p-hydroxybenzoic acid. Injection time: 5 s; injection
ressure: 0.3 psi; voltage: 25 kV; temperature: 25 ◦C; detection: 214 nm.

s
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-Hydroxybenzoic acid 104 ± 5 15

.d.: Not determined.

rray detector and by spiking the sample with standard com-
ounds.

The results obtained for the sample of Fluka humic acids are
hown in Table 4 and show a large predominance of vanillyl phe-
ols, indicating an unambiguous general tracer of terrestrially
erived material.

Compounds, such as p-hydroxybenzoic acid, p-hydroxy-
cetophenone and syringic acid are also present in large quan-
ities. The low concentration of ferulic acid makes the analysis
ifficult due to the high value of its confidence limit. Acetosy-
ingone and syringealdehyde were not determined.

The presence of cinnamyl phenols denotes the presence of
on-woody tissues, while the presence of vanillyl, syringyl and
ometimes p-hydroxyl-phenols indicates that this sample comes
rom tissues of angiosperms plants [5]. Vanillic acid dominates
ver vanillin indicating extensive oxidative biodegradation of
he lignin structural units [4].

. Conclusion
A simple and rapid (less than 15 min) CE method with
V detection can be used for the analyses of phenolic com-
ounds from humic acids, being an alternative to methods, such
s gas capillary chromatography on fused-silica columns or
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erivatization. The compound identification problems, due to
oor accuracy of migration time, were overcame by spiking
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ample compounds.
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bstract

The novel topological indices, polarizability effect index (PEI), odd–even index (OEI) and steric effect index (SVij), previously developed in
ur team, were extended to predict the gas chromatographic retention indices (RI) of saturated esters on seven stationary phases (SE-30, OV-7,
C-710, OV-25, XE-60, OV-225 and Silar-5CP). The sets of molecular descriptors were derived directly from the structure of the compounds
ased on graph theory. Multiple linear regression (MLR) models between the RI and the topological indices were established for each stationary
hase with a correlation coefficient between 0.9989 and 0.9977 and a leave-one-out cross-validation correlation coefficient between 0.9988 and
.9975. The average prediction errors over seven phases are within the range of 0.5–0.7%. Statistical analysis showed that the polarizability effect,
he molecular size and the branching make dominant contributions to RI of ester compounds, but steric effect also provides separate contribution.

he models with topological indices were compared with recently proposed QSRR models of the similar data. It is found that the present indices
roduce better correlations with Kováts retention indices than the previous topological indices. The significant improvement demonstrates the
fficiency of the current study in the quantitative structure retention indices correlations of complex compounds with polar functional group.

2007 Elsevier B.V. All rights reserved.
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. Introduction

The ester compound is a sort of important medical mate-
ial. An effective method for determination of the esters is gas
hromatography. If the retentions of these substances on chro-
atographic systems can be theoretically predicted relatively
ell, a fast theoretical approach could (partly) replace the time-

onsuming experimental one. Therefore, it is necessary to study
he retention mechanism of esters on different stationary phases
n order to predict the retention property of these compounds.
mong all methods, quantitative structure-retention relation-

hips (QSRR) are the most popular.
In QSRR research, chemical compounds must be presented
n computer readable form, and afterward the quantitative cor-
elation between a chemical structure and its retention can be
btained using different statistical and learning procedures. The

∗ Corresponding author. Tel.: +86 7328291336; fax: +86 7328291001.
E-mail address: czcao@hnust.edu.cn (C. Cao).
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ters; Quantitative structure retention relationships

SRR models described in the literature usually apply multiple
inear regression (MLR) methods, often combined with genetic
lgorithms (GA) for feature selection [1–3]. Other frequently
sed approaches include artificial neural networks, partial least
quares (PLS) and principal component regression (PCR) [4–6].
ut the major problem in QSRR studies still remains a mathe-
atical representation of molecular structure, that is, translation

f the molecular structure into the computer readable form
etaining as much structural information as possible.

In QSRR studies, the chemical compounds can be presented
y empirical physicochemical parameters or non-empirical
tructural descriptors [7,8]. Because it is not always possible to
btain physicochemical parameters for each compound of inter-
st, the development of non-empirical structural representation
hat is able to give a satisfactory correlation with the retention
roperties would be beneficial. Several topological, geomet-

ic, electronic and quantum chemical indices have been already
sed in QSRR research. Song et al. studied the chromatographic
ehavior of alcohols employing semi-empirical quantum chem-
cal method (AM1) in MOPAC and Hartree–Fock (HF) method
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n Gaussian 98 implemented [9]. Zhai et al. derived QSRR
odel to correlate the GC retention indices for PCDFs using

pecific structural and thermodynamic parameters [10]. Based
n the topologic, topographic and quantum-chemical descrip-
ors, Martı́nez et al. predicted the Kováts retention indices of
he imine family [11]. QSPR equations have been established
o model gas chromatographic retention data of alkyl pyridines
n apolar and polar stationary phases by Tulasamma and Reddy
12]. Wang et al. proposed quantitative structure-gas chromato-
raphic relative retention time models on seven stationary phases
or 209 polybrominated diphenyl ether congeners [13].

Topological indices are numerical representations of the
hemical structure computed on the basis of molecular graph
14]. Many topological indices have been proposed since the
ioneering work of Wiener [15]. Because topological indices
an be easily calculated and they still give good correlation
ith retention properties, their use in QSRR studies instead of
ore complicated geometric, electronic and quantum chemical

escriptors is promising. Many investigators have obtained good
orrelations between the experimental gas chromatographic RI
nd structural characteristics of molecules by using different
opological indices as structural descriptors [16–18]. How-
ver, previous QSRR studies targeted mainly for modeling the
etention correlation with separate equations for each different
olumns.

Due to the simplicity and efficiency of graph-theoretical
pproaches, our group recently introduced a set of novel topo-
ogical indices (PEI, OEI, SVij and χeq) to establish the
uantitative relationships between the physicochemical prop-
rties and molecular structure (QSPR) for alkane compounds
19–21]. It is therefore expected that these indices would make
breakthrough in structure-gas chromatographic RI correlations
f complex compounds.

The main aim of this study is to further explore the potential
f these topological indices in structure-retention indices cor-
elations. The other goal of this study is to use these indices
s an aid in interpreting molecular mechanism of interactions
etween eluents and stationary phases with different polari-
ies. First, the range of these indices are further extended into
ther groups containing more than carbon and hydrogen atom
n a molecule; second, the multiple linear regression models
ncluding the extended indices are developed to correlate Kováts
etention indices of saturated esters on seven different station-
ry phases; third, the models are compared with a recent work
o show the efficiency of the present indices in QSRR model-
ng of the saturated ester molecules. Finally, the leave-one-out
ross-validation method is used to test the validity of the final
odels.

. Methodology

.1. Data and software
.1.1. Database
The Kováts retention indices of ester compounds on seven

tationary phases for this investigation were extracted from the
eport of Ashes and Haken [22]. The database contains RI for

t

P

(2007) 1307–1315

0 saturated acids esters on seven GC columns of different sta-
ionary phases including SE-30, OV-7, DC-710, OV-25, XE-60,
V-225 and Silar-5CP. The esters and their retention indices
re shown in Table 1. The retention data were obtained isother-
ally at 150 ◦C using 12 ft × 1/4 in O.D. aluminum columns

acked with 10% stationary phase on 62–72 mesh acid-washed
nd silanized celatom.

.1.2. Software
Statistical evaluation of the data and multivariate data analy-

is has been performed mainly by the software products Origin
rogram packages [23]. Additional calculation programs have
een developed in Matlab 6.0. All work has been performed on
ersonal computers running under operating system Microsoft
indows.

.2. Molecular descriptors generation and calculation

As is well known, the chromatographic retention is based on
he interaction between the solute and the stationary phase. The
ifference of the retention is the macrocosmic reflection of the
olecular structure of the solute and the property of the sta-

ionary phase. Thus, descriptors encoding significant structural
nformation are used to present the unique retention charac-
eristics of compounds and to build the relationship between
tructure and retention in this study. Here, the novel topologi-
al indices, PEI, OEI, SVij, and χeq, introduced recently by our
roup, are extended and employed to establish the QSRR mod-
ls. The descriptors that appear in the best MLR equations for the
even different stationary phases are identical. A complete list of
he esters and the calculated values of the molecular descriptors
ppearing in the QSRR models are summarized in Table 2.

.2.1. The polarizability effect index PEI of alkyl groups
In the preceding paper [19], the polarizability effect index

PEI) for alkyl groups of alkane molecules has been developed
nd calculated. It quantitatively indicates the relative proportion
olarizability effect of the alkyl groups. The PEI values of some
ormal alkyls and the increments�PEI are listed in Table 3. As
ith saturated esters, the contribution of the chromatographic

etention arising from relative proportion polarizability effect of
lkyl groups is expressed as:

EI =
∑[∑

�PEI
]

(1)

here �PEI is the polarizability effect index increment of ith
ssential unit and can be directly taken from Table 3. The
olecule of propyl propionate (C6H12O2) is taken as an exam-

le to illustrate the calculation of the polarizability effect index
f alkyl groups. Fig. 1 shows its hydrogen-suppressed molecu-
ar graph, where the numbers are the numberings of each carbon
tom according its distance to the carbon atom of ester bond.
ake the carbon atom of ester bond as the beginning to calculate
he PEI index as below:

EI =
∑[∑

�PEI
]

= 1.0000 + 0.1405

× 2 + 0.04813 × 2 + 0.02350 = 1.4008 (2)
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Table 1
Data set and the corresponding experimental and calculated retention indices on seven stationary phases of 90 saturated esters

No. SE-30 OV-7 DC-710 OV-25 XE-60 OV-225 Silar-5CP

Experimental Calculated Experimental Calculated Experimental Calculated Experimental Calculated Experimental Calculated Experimental Calculated Experimental Calculated

1 509 527 559 583 609 624 693 691 737 749 759 762 850 861
2 592 615 648 673 690 712 760 774 815 833 835 845 923 938
3 695 704 755 764 796 802 853 860 920 923 932 935 1013 1023
4 794 807 855 870 895 908 946 962 1022 1034 1030 1046 1116 1131
5 891 895 958 961 996 997 1044 1046 1122 1122 1132 1134 1212 1214
6 988 992 1056 1061 1092 1096 1133 1142 1221 1225 1229 1237 1301 1312
7 643 663 686 716 722 753 782 809 842 869 840 876 914 959
8 750 754 810 810 846 846 898 898 976 967 977 974 1063 1054
9 859 859 922 918 955 954 1001 1002 1086 1078 1087 1086 1172 1162

10 617 615 667 673 710 712 775 774 837 833 851 845 947 938
11 692 693 743 752 783 789 845 846 897 905 905 915 998 1001
12 789 786 851 847 884 882 934 935 1003 998 1013 1008 1098 1089
13 886 878 949 942 984 976 1032 1025 1104 1093 1113 1103 1195 1180
14 980 974 1047 1041 1082 1074 1125 1119 1202 1194 1211 1204 1289 1276
15 1074 1069 1142 1139 1176 1171 1215 1212 1300 1293 1307 1303 1378 1372
16 733 732 785 785 817 819 871 871 920 930 928 935 1001 1011
17 848 840 906 896 938 930 985 977 1057 1045 1062 1052 1141 1124
18 948 932 1014 992 1042 1025 1086 1068 1156 1143 1169 1149 1243 1218
19 702 704 767 764 803 802 868 860 923 923 938 935 1032 1023
20 778 786 840 847 876 882 931 935 986 998 999 1008 1085 1089
21 875 874 938 937 973 971 1022 1019 1089 1086 1098 1096 1179 1171
22 969 968 1036 1034 1069 1066 1114 1111 1187 1183 1193 1192 1272 1264
23 1062 1062 1131 1130 1164 1162 1208 1203 1284 1281 1288 1290 1362 1357
24 1156 1158 1225 1229 1258 1261 1292 1297 1380 1381 1388 1391 1451 1454
25 820 829 878 884 905 917 955 964 1010 1027 1019 1032 1091 1103
26 933 924 993 982 1023 1014 1065 1057 1143 1128 1146 1134 1217 1201
27 1029 1024 1093 1086 1124 1117 1163 1156 1243 1235 1247 1241 1316 1304
28 807 801 871 864 907 901 961 954 1027 1024 1042 1035 1131 1119
29 876 878 941 942 975 976 1014 1025 1085 1093 1105 1103 1180 1180
30 971 968 1036 1034 1069 1066 1111 1111 1179 1183 1196 1192 1221 1264
31 1063 1060 1130 1128 1163 1160 1205 1200 1279 1277 1289 1286 1361 1353
32 1155 1155 1222 1226 1257 1257 1304 1293 1375 1376 1382 1385 1451 1447
33 1247 1250 1316 1324 1349 1353 1382 1385 1470 1475 1476 1484 1539 1542
34 915 917 971 975 1000 1006 1046 1049 1105 1117 1116 1122 1180 1188
35 1027 1020 1087 1081 1117 1112 1156 1151 1235 1227 1240 1233 1307 1295
36 1132 1114 1185 1178 1217 1208 1253 1243 1333 1326 1340 1332 1405 1390
37 902 895 974 961 1006 997 1056 1046 1133 1122 1140 1134 1225 1214
38 976 974 1045 1041 1073 1074 1118 1119 1196 1194 1203 1204 1275 1276
39 1064 1062 1138 1130 1164 1162 1207 1203 1283 1281 1295 1290 1363 1357
40 1156 1155 1231 1226 1256 1257 1295 1293 1377 1376 1383 1385 1451 1447
41 1246 1249 1325 1322 1349 1352 1384 1384 1471 1473 1508 1482 1539 1540
42 1337 1345 1417 1421 1440 1450 1470 1477 1565 1573 1575 1582 1626 1636
43 1008 1016 1074 1076 1115 1107 1131 1145 1207 1220 1206 1225 1275 1287
44 1119 1112 1189 1175 1211 1206 1246 1240 1332 1323 1333 1328 1397 1386
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Table 1 (Continued )

No. SE-30 OV-7 DC-710 OV-25 XE-60 OV-225 Silar-5CP

Experimental Calculated Experimental Calculated Experimental Calculated Experimental Calculated Experimental Calculated Experimental Calculated Experimental Calculated

45 1212 1215 1287 1284 1308 1314 1342 1346 1430 1433 1432 1441 1494 1497
46 665 663 723 716 764 753 812 809 870 869 885 876 957 959
47 732 732 793 785 831 819 875 871 968 930 935 935 1016 1011
48 836 829 891 884 925 917 968 964 1035 1027 1041 1032 1107 1103
49 931 917 987 975 1019 1006 1059 1049 1130 1117 1136 1122 1201 1188
50 1024 1016 1082 1076 1115 1107 1155 1145 1225 1220 1230 1225 1294 1287
51 1117 1109 1177 1172 1208 1202 1238 1236 1323 1317 1323 1322 1383 1380
52 780 763 829 809 849 841 889 886 953 945 947 945 1014 1010
53 899 887 946 939 975 970 1008 1011 1096 1079 1086 1080 1149 1142
54 994 983 1045 1036 1075 1068 1109 1104 1196 1190 1188 1192 1249 1250
55 763 753 823 809 854 845 902 897 969 966 982 973 1063 1053
56 839 840 893 896 925 930 967 977 1033 1045 1042 1052 1114 1124
57 929 924 987 982 1018 1014 1059 1057 1129 1128 1137 1134 1206 1201
58 1021 1020 1081 1081 1111 1112 1149 1151 1224 1227 1231 1233 1296 1295
59 1112 1112 1174 1175 1204 1206 1238 1240 1318 1323 1325 1328 1386 1386
60 1204 1214 1267 1283 1296 1313 1326 1345 1414 1432 1417 1439 1474 1495
61 874 887 923 939 950 970 989 1011 1049 1079 1064 1080 1127 1142
62 985 985 1039 1038 1066 1071 1096 1107 1177 1194 1184 1196 1246 1254
63 1081 1078 1136 1136 1164 1166 1196 1199 1278 1282 1281 1284 1343 1338
64 875 864 936 925 970 961 1019 1009 1094 1089 1104 1097 1177 1174
65 943 938 1004 998 1036 1032 1078 1076 1158 1153 1163 1160 1219 1230
66 1035 1030 1094 1093 1128 1125 1165 1164 1249 1245 1253 1252 1313 1316
67 1125 1114 1189 1178 1220 1208 1252 1243 1340 1326 1345 1332 1402 1390
68 1215 1215 1281 1284 1313 1314 1340 1346 1433 1433 1438 1441 1490 1497
69 1306 1304 1374 1373 1404 1402 1427 1428 1527 1524 1529 1529 1578 1579
70 979 968 1028 1019 1059 1050 1095 1086 1169 1165 1172 1165 1229 1221
71 1089 1078 1147 1136 1175 1166 1200 1199 1296 1282 1309 1284 1340 1338
72 1181 1197 1244 1259 1272 1288 1298 1316 1393 1407 1394 1410 1442 1460
73 853 847 908 902 945 936 989 981 1054 1053 1065 1058 1131 1128
74 917 916 973 971 1006 1002 1053 1043 1118 1113 1121 1117 1173 1179
75 1009 1011 1064 1068 1096 1097 1136 1134 1204 1208 1213 1211 1266 1268
76 1097 1096 1157 1152 1189 1180 1222 1212 1296 1292 1303 1293 1352 1344
77 1187 1197 1246 1259 1279 1286 1310 1314 1389 1399 1394 1402 1440 1450
78 1277 1288 1337 1352 1370 1379 1398 1403 1483 1494 1486 1497 1527 1541
79 952 947 999 995 1021 1024 1060 1059 1121 1128 1128 1127 1176 1179
80 1064 1064 1116 1114 1144 1142 1179 1172 1254 1252 1257 1249 1306 1296
81 1153 1149 1208 1204 1238 1231 1267 1258 1352 1343 1350 1342 1394 1386
82 845 846 899 897 934 931 979 974 1049 1047 1053 1050 1116 1116
83 914 924 969 976 1000 1006 1037 1045 1122 1116 1113 1117 1171 1176
84 1005 1013 1060 1066 1092 1095 1130 1129 1204 1204 1206 1205 1260 1258
85 1093 1105 1150 1161 1182 1189 1217 1219 1295 1299 1296 1299 1343 1348
86 1183 1194 1241 1253 1273 1280 1303 1306 1390 1391 1387 1391 1434 1436
87 1273 1287 1332 1348 1364 1374 1393 1396 1482 1488 1478 1488 1520 1528
88 954 964 996 1009 1022 1037 1058 1069 1120 1141 1125 1137 1174 1185
89 1060 1063 1112 1112 1139 1140 1167 1168 1253 1247 1249 1244 1294 1288
90 1149 1160 1202 1212 1232 1239 1263 1263 1352 1349 1343 1346 1387 1386
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Table 2
The values of the topological indices of the 90 saturated ester molecules that were used in this work

No. Compounds OEI SVij PEI ×χeq

1 Methyl acetate 3.5000 8 3.1418
2 Ethyl acetate 5.2222 24 3.2159
3 Propyl acetate 6.8194 40 3.2445
4 Butyl acetate 8.4967 56 3.2250
5 Pentyl acetate 10.1183 72 3.2649
6 Hexyl acetate 11.7808 88 3.2689
7 Isopropyl acetate 6.4444 58 3.3036
8 Isobutyl acetate 7.9167 74 3.2810
9 Isopentyl acetate 9.6739 90 3.2762

10 Methyl propionate 5.2222 24 3.2159
11 Ethyl propionate 6.8194 40 3.3036
12 Propyl propionate 8.4967 56 3.3397
13 Butyl propionate 10.1183 72 3.3577
14 Pentyl propionate 11.7808 88 3.3677
15 Hexyl propionate 13.4120 104 3.3737
16 Isopropyl propionate 7.9167 74 3.3984
17 Isobutyl propionate 9.6739 90 3.3807
18 Isopentyl propionate 11.2400 106 3.3789
19 Methyl butyrate 6.8194 40 3.2445
20 Ethyl butyrate 8.4967 56 3.3397
21 Propyl butyrate 10.1183 72 3.3807
22 Butyl butyrate 11.7808 88 3.4019
23 Pentyl butyrate 13.4120 104 3.4141
24 Hexyl butyrate 15.0680 120 3.4217
25 Isopropyl butyrate 9.6739 90 3.4392
26 Isobutyl butyrate 11.2400 106 3.4248
27 Isopentyl butyrate 12.9433 122 3.4253
28 Methyl pentanoate 8.4967 56 3.2579
29 Ethyl pentanoate 10.1183 72 3.3577
30 Propyl pentanoate 11.7808 88 3.4019
31 Butyl pentanoate 13.4120 104 3.4253
32 Pentyl pentanoate 15.0680 120 3.4391
33 Hexyl pentanoate 16.7039 136 3.4480
34 Isopropyl pentanoate 11.2400 106 3.4601
35 Isobutyl pentanoate 12.9433 122 3.4482
36 Isopentyl pentanoate 14.5433 138 3.4503
37 Methyl hexanoate 10.1183 72 3.2649
38 Ethyl hexanoate 11.7808 88 3.3677
39 Propyl hexanoate 13.4120 104 3.4141
40 Butyl hexanoate 15.0680 120 3.4391
41 Pentyl hexanoate 16.7039 136 3.4542
42 Hexyl hexanoate 18.3563 152 3.4640
43 Isopropyl hexanoate 12.9433 122 3.4722
44 Isobutyl hexanoate 14.5433 138 3.4620
45 Isopentyl hexanoate 16.2239 142 3.4654
46 Methyl isobutyrate 6.4444 58 3.3036
47 Ethyl isobutyrate 7.9167 74 3.3984
48 Propyl isobutyrate 9.6739 90 3.4392
49 Butyl isobutyrate 11.2400 106 3.4601
50 Pentyl isobutyrate 12.9433 122 3.4722
51 Hexyl isobutyrate 14.5433 138 3.4797
52 Isopropyl isobutyrate 8.8889 108 3.4976
53 Isobutyl isobutyrate 10.9311 124 3.4831
54 Isopentyl isobutyrate 12.3061 154 3.3698
55 Methyl isopentanoate 7.9167 74 3.2837
56 Ethyl isopentanoate 9.6739 90 3.3807
57 Propyl isopentanoate 11.2400 106 3.4248
58 Butyl isopentanoate 12.9433 122 3.4482
59 Pentyl isopentanoate 14.5433 138 3.4620
60 Hexyl isopentanoate 16.2239 142 3.4708
61 Isopropyl isopentanoate 10.9311 124 3.4831
62 Isobutyl isopentanoate 12.3061 154 3.3575
63 Isopentyl isopentanoate 14.1466 156 3.4732
64 Methyl isohexanoate 9.6739 90 3.2434
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Table 2 (Continued )

No. Compounds OEI SVij PEI ×χeq

65 Ethyl isohexanoate 11.2400 106 3.3463
66 Propyl isohexanoate 12.9433 122 3.3927
67 Butyl isohexanoate 14.5433 138 3.4503
68 Pentyl isohexanoate 16.2239 142 3.4654
69 Hexyl isohexanoate 17.8398 170 3.4751
70 Isopropyl isohexanoate 12.3061 154 3.4508
71 Isobutyl isohexanoate 14.1466 156 3.4732
72 Isopentyl isohexanoate 16.1433 172 3.4765
73 Methyl 2-methylpentanoate 9.8161 105 3.3577
74 Ethyl 2-methylpentanoate 11.3128 121 3.4601
75 Propyl 2-methylpentanoate 13.0553 137 3.5063
76 Butyl 2-methylpentanoate 14.6309 163 3.5311
77 Pentyl 2-methylpentanoate 16.3277 169 3.5460
78 Hexyl 2-methylpentanoate 17.9115 185 3.5557
79 Isopropyl 2-methylpentanoate 12.3094 155 3.5644
80 Isobutyl 2-methylpentanoate 14.2977 181 3.5540
81 Isopentyl 2-methylpentanoate 15.7066 187 3.5572
82 Methyl 2-ethylbutyrate 9.9583 120 3.3807
83 Ethyl 2-ethylbutyrate 11.5906 136 3.4831
84 Propyl 2-ethylbutyrate 13.2367 152 3.5292
85 Butyl 2-ethylbutyrate 14.8844 168 3.5540
86 Pentyl 2-ethylbutyrate 16.4452 184 3.5688
87 Hexyl 2-ethylbutyrate 18.0452 200 3.5784
88 Isopropyl 2-ethylbutyrate 12.7228 170 3.5873
8 14.3828 186 3.5768
9 16.0322 202 3.5800

2

o
a
a

O

w
d
t

(
e
b
e

T
P

N

1

r

D

9 Isobutyl 2-ethylbutyrate
0 Isopentyl 2-ethylbutyrate

.2.2. The odd–even index OEI
Odd–even index has been defined for the alkane molecule in

ur previous paper [20], which reflects the size of the molecule
nd the connection of each atom. The index is restated briefly
s follows:

EI =
N∑

i=1

N∑

j �=i
[(−1)Dij−1S] (3)

here N is the number of vertices in molecular graph and S is the
erivative matrix from distance matrix D. The elements of S are
he squares of the reciprocal distances (Dij)−2, i.e., S = [1/D2

ij]

when i = j, let 1/D2 = 0). Take propyl propionate (Fig. 1) as an
ij

xample to illustrate the calculation of OEI. Because the ester
onds are common to all molecules studied in this work, it is
xcluded from the calculation of OEI. We use matrices D to

able 3
EI and �PEI values of normal alkyl H(CH2)N

i PEI �PEI

1 1.0000 1.0000
2 1.1405 0.1405
3 1.1887 0.04813
4 1.2122 0.02350
5 1.2260 0.01380
6 1.2350 0.009052
7 1.2414 0.006388
8 1.2461 0.004748
9 1.2498 0.003666
0 1.2527 0.002916

O

Fig. 1. The hydrogen-suppressed molecular graph of propyl propionate.

epresent Dij of the molecule.

=

⎡

⎢⎢⎢⎢⎢
⎢
⎢⎢
⎣

0 1 2 3 4 5

1 0 1 2 3 4

2 1 0 1 2 3

3 2 1 0 1 2

4 3 2 1 0 1

5 4 3 2 1 0

⎤

⎥⎥⎥⎥⎥
⎥
⎥⎥
⎦

S =

⎡

⎢⎢⎢
⎢⎢⎢
⎢⎢
⎣

0 1 1/4 1/9 1/16 1/25

1 0 1 1/4 1/9 1/16

1/4 1 0 1 1/4 1/9

1/9 1/4 1 0 1 1/4

1/16 1/9 1/4 1 0 1

1/25 1/16 1/9 1/4 1 0

⎤

⎥⎥
⎥⎥⎥⎥⎥
⎥
⎦

According to Eq. (3), OEI is computed as follows:

EI = 1 × 10 +
[
− 1

4

]
× 8 +

[
1
9

]
× 6 +

[
− 1

16

]

× 4 +
[

1
25

]
× 2 = 8.4967 (4)
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Table 4
Regression coefficients of the final models for RI based on seven stationary phases

Stationary phase Constant OEI SVij PEI ×χeq

SE-30 879.1623 ± 62.9095 62.4952 ± 0.5784 −0.3654 ± 0.0597 −180.7950 ± 19.7132
OV-7 1003.1880 ± 71.5521 66.6275 ± 0.6579 −0.5971 ± 0.0679 −206.3300 ± 22.4214
DC-710 1106.2880 ± 63.7493 66.3712 ± 0.5861 −0.6123 ± 0.0605 −225.7310 ± 19.9764
OV-25 1196.3860 ± 60.0167 65.0259 ± 0.5518 −0.7301 ± 0.0569 −231.4060 ± 18.8067
XE-60 1506.3940 ± 76.8809 67.9642 ± 0.7069 −0.5839 ± 0.0729 −315.3410 ± 24.0913
O ± 0.
S ± 0.

2
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V-225 1568.0250 ± 71.5898 69.4442
ilar-5CP 1768.3200 ± 84.5626 69.0985

.2.3. The steric effect index SVij

The chromatographic property of esters is influenced by
he steric effect, which reflects the bulkiness of the molecule.
ere, as our preceding study did [21], a steric effect index
Vij is developed to scale steric effect of ester molecules.
e define SVij =

∑
Vij and Vij = (Vi × Vj)2, Vi and Vj are

he vertex degree of vertex i and vertex j in a Ci Cj bond,
espectively. The ester bonds are common to all molecules
tudied here, so the calculation of SVij only includes C C
onds. As for propyl propionate molecule (Fig. 1), there are
ve carbon–carbon bonds: C3 C2, C2 C1, C1 C2, C2 C3 and
3 C4. Their Vij are V32 = (1 × 2)2 = 4, V21 = (2 × 2)2 = 16,
12 = (2 × 2)2 = 16, V23 = (2 × 2)2 = 16 and V34 = (2 × 1)2 = 4,

espectively. Thus, the SVij =
∑

Vij = 4 + 16 + 16 + 16 +
= 56.

.2.4. Molecular electronegativity χeq
The molecular electronegativity χeq corresponding to equal-

zation of chemical potentials in a compound is calculated by
ratsch’s electronegativity equalization method [24] (harmonic
ean, with Pauling electronegativity scale), which character-
zes the property of the bond. It is known that the Pauling
lectronegativities χp for H, C and O elements are 2.20, 2.55,
.44, respectively, thus the molecular electronegativity of the
olecule C6H12O2 (propyl propionate) is

3

O

able 5
tatistical results of MLR models for RI based on seven stationary phases with topol

tationary phase Descriptors R

E-30 OEI, SVij, PEI ×χeq 0.9
Lu, DAI(–CH3), DAI(–O–) [18] 0.9

V-7 OEI, SVij, PEI ×χeq 0.9
Lu, DAI(–CH3), DAI(–O–) [18] 0.9

C-710 OEI, SVij, PEI ×χeq 0.9
Lu, DAI(–CH3), DAI(–O–) [18] 0.9

V-25 OEI, SVij, PEI ×χeq 0.9
Lu, DAI(–CH3), DAI(–O–) [18] 0.9

E-60 OEI, SVij, PEI ×χeq 0.9
Lu, DAI(–CH3), DAI(O), DAI(–O–) [18] 0.9

V-225 OEI, SVij, PEI ×χeq 0.9
Lu, DAI(–CH3), DAI(O), DAI(–O–) [18] 0.9

ilar-5CP OEI, SVij, PEI ×χeq 0.9
Lu, DAI(–CH3), DAI(O), DAI(–O–) [18] 0.9
6582 −0.7237 ± 0.0679 −332.1940 ± 22.4333
7775 −0.9332 ± 0.0803 −363.4950 ± 26.4984

eq = N
∑
ni/χP

= 20

[(6/2.55) + (12/2.20) + (2/3.44)]

= 2.3841 (5)

here N is the total atom number of the molecule, and ni is the
umber of the ith atom.

.3. Statistical analysis method

Multiple linear regression is used through the paper to build
SRR models, the intercepts and coefficients of which are

eported with their 95% confidence intervals. The goodness of
he correlation is examined by the correlation coefficient (R),
he F-test (F) and the standard error (s). To verify the validity
nd stability of the models obtained, the cross-validation test
sing the “leave-one-out” method is performed. The predictive
bility of the model is quantified in terms of the corresponding
eave-one-out cross-validated parameters, Rcv and scv values.

. Results and discussion
.1. Linear regression models with the topological indices

Multiple linear regression analysis using the novel PEI,
EI, SVij and χeq topological indices is performed for the

ogical indices

s F Rcv scv

989 8.53 12666 0.9988 8.79
983 10.25 8533 0.9981 10.00

986 9.71 10169 0.9984 10.02
982 10.86 7895 0.9980 11.30

988 8.65 12433 0.9988 8.89
979 11.56 6795 0.9977 12.10

989 8.14 12673 0.9988 8.33
972 12.66 5111 0.9970 12.80

983 10.43 8564 0.9981 10.73
962 15.65 2717 0.9957 16.10

985 9.71 9754 0.9984 9.93
951 17.25 2191 0.9945 18.30

977 11.47 6222 0.9975 11.68
940 18.26 1784 0.9932 19.30
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Table 6
The relative and fraction contribution (Ψ r and Ψ f)of individual topological index to RI based on seven stationary phases

Stationary phase OEI (Ψ r and Ψ f) SVij (Ψ r and Ψ f) PEI ×χeq (Ψ r and Ψ f)

SE-30 750.08 (53.1) −41.54 (2.9) −617.22 (43.7)
OV-7 799.68 (50.7) −67.86 (4.3) −704.39 (44.7)
DC-710 796.60 (48.6) −69.59 (4.2) −770.63 (46.9)
OV-25 780.46 (47.1) −82.98 (5.0) −790.00 (47.7)
XE-60 815.72 (41.5) −66.36 (3.4) −1076.55 (54.8)
O
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3
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o

i
i
t
t

Ψ

ψ

w
t
d
m

e
e
s
o

a
O
a
a
K
d
t
i
t
p

r
w
t
t
s
b
t

V-225 833.48 (40.5)
ilar-5CP 829.34 (37.9)

alues in parentheses are in percent.

evelopment of the final three-parameters QSRR models. The
escriptors that appear in the best MLR equations for all station-
ry phases are identical. The final model is obtained in the form
f Eq. (6).

I = a0 + a1OEI + a2SVij + a3PEI × χeq (6)

here a0 is a constant, a1, a2, a3 is the contribution coefficient of
he OEI, SVij and PEI ×χeq index, respectively. Each coefficient
escribes the sensitivity of a stationary phase to each of the
ndividual index, so the coefficient of these parameters would
eflect the relative importance of each index. The regression
oefficients of the final models are shown in Table 4, and the
tatistical results for the final models are listed in Table 5.

In all cases, the correlation coefficient R is larger than 0.9977,
specially for stationary phases SE-30, DC-710 and OV-25,
xcellent correlations are obtained (R ≥ 0.9988). According to
he statement of Mihalic and Trinajstic [25], the models we have
onstructed represent excellent QSRR models judging from the
tatistics.

Cross-correlation analysis shows that the indices in the model
re not highly correlated with each other (the pair-wise cor-
elation coefficients R ≤ 0.88). Furthermore, in all cases, the
ross-validated Rcv values (Rcv ≥ 0.9975) are very close to
he corresponding R values and the cross-validated scv values
scv ≤ 11.7) are only slightly larger than the corresponding s val-
es. Clearly, the cross-validation demonstrates the final models
o be statistically significant. The MLR models are also com-
ared with a recent work obtained in terms of the topological
escriptors for the same compounds [18]. The results are sum-
arized in Table 5. It can be seen in Table 5 that the combination

f the present indices produces better correlations than the Lu
ndex for all the columns, especially for the medium–high polar
tationary phases. The significant improvement of 10.1–43.7%
n average error relative to the linear models with the Lu index
ver seven phases evidently demonstrates the efficiency of the
resent novel indices in structure-retention correlations.

.2. Structural interpretation of retention indices

By the interpreting of the descriptors in the linear model, it
s possible to gain some insight into factors that are likely to

overn the chromatographic retention of saturated ester com-
ounds on different stationary phases. As is well known, the
hromatographic retention is based on the interaction between
he solute and the stationary phase, which include directional

a
a
o
s

−82.26 (4.0) −1134.09 (55.2)
−106.07 (4.8) −1240.95 (56.8)

orce, induction force, dispersion force, hydrogen bond and so
n.

In order to obtain insights into the molecular mechanism of
nteractions between eluents and stationary phases, the relative
mportance of structural features in molecules is analyzed from
he relative contributions (Ψ r) or fraction contributions (Ψ f) of
he corresponding topological indices to RI [26]:

r(i) = αiT̄ Ii (7)

f(i) = R2|ψr(i)|∑
i|ψr(i)| × 100% (8)

here αi and T̄ Ii are the coefficient and the average value of
he ith topological index in the model and R is the coefficient of
etermination of the model. The sum is over all indices in the
odel. The results for above seven models are shown in Table 6.
It can be observed in Table 6 that the retention of saturated

ster is primarily influenced by size, steric factors and polar
ffects of the molecule. Contributions of individual index to the
even stationary phases cover a wide range of values dependent
n the polarity of the columns.

In general, the OEI index makes a major contribution to RI,
nd the range of Ψ f values is within 37.9–53.1%. Because the
EI index characterizes the information of molecular branching

nd size, the results indicate that the position of the substituent
nd size of a probe molecule play a leading role in determining
ováts retention indices of saturated esters on all columns with
ifferent polarities. That is, the larger the size of a molecule is,
he greater the RI value is. It should be noted that the relative
mportance of the molecular property coded by the OEI index
o retention become more and more weak with the increasing
olarity of the stationary phase molecules.

The other significant factor for the retention of the satu-
ated ester is the PEI ×χeq index, and the range of Ψ f values is
ithin 43.7–56.8%. According to the electronegativity equaliza-

ion method [24], the charge qe on the ester bond is proprtional to
he molecular electronegativity χeq. In fact, the item PEI ×χeq
cales the inductive dipole between the charge qe on the ester
ond and the polarizability effect PEI of alkyl groups. The larger
he PEI ×χeq is, the lager the intramolecular inductive dipole is,

nd the less the molecular polar is. Thus, for the same station-
ry phase, the increase of PEI ×χeq will decrease the RI value
f saturated esters. On the contrary, theΨ f values for this index
teadily increase, with the increasing polarity of the columns.
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On the other hand, the SVij index characterizing the bulki-
ess of the molecule has smaller contribution to RI on different
olar columns. The Ψ f values for individual SVij index are
.9–5.0%. Obviously, branching prevents eluents from close
ontact with stationary phases in space and reduces the inter-
ctions between eluents and columns. The descriptor shows the
egative effect on the retention indices, consequently, RI of elu-
nts decrease. For example, the RI on the OV-7 column decreases
n the order: pentyl pentanoate (1222) > isopentyl pentanoate
1185) > isopentyl isopentanoate (1136).

From the above discussion, it can be seen that the intramolec-
lar inductive dipole and the molecular size are likely two
ajor factors controlling the retention behavior of saturated ester

ompounds on different stationary phase. All the descriptors
nvolved in the model, which have explicit physical meaning,

ay account for the structural features responsible for the reten-
ion behaviors of these compounds.

. Conclusion

Based on novel topological indices, quantitative structural-
etention relationship models were built to study the retention
ehaviors of 90 saturated esters for seven GC columns by the
LR method. The cross-validation using the general leave-one-

ut method demonstrated the final models to be statistically
ignificant and reliable.

This paper provided a simple and straightforward way to pre-
ict the retention indices of saturated esters from their structures
nd gave some insight into structural features related to the reten-
ion of the compounds. This study also showed that the utility of
he QSPR treatment involving descriptors derived solely from
hemical structure and the correlation equation can be used for
he prediction of the retention indices for similar compounds in
ases where retention values were not readily available. Further-
ore, the proposed approach can also be expected to extend in

ther QSRR/QSAR investigation in the future.
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bstract

The system Fe(II)–5-Aphen–H2O was studied. The spectroscopic and electrochemical results show that only one stable complex between Fe(II)
nd 5-Aphen forms, having a 1:3 stoichiometric ratio. The spectrophotometry study allowed determination of the formation constant of the complex
logβ3 = 23.42 ± 0.06). Also, the stability of the complex was evaluated as a function of pH; it was found that it decomposed at low pH values
epending on the concentration and a pseudo-first order kinetics constant associated with k′ = 0.011 min−1. The results are in agreement with the
lectrochemical behaviour observed in the system, which indicated that at pH 1.33 the destruction of the complex [Fe(5-Aphen)3]2+ took place as

function of time; however, when the experiments were carried out at pH 6.19 the complex was stable. The thermodynamic data obtained through

he use of MEDUSA allowed construction of predominance zone diagrams of the system Fe(II)–5-Aphen–H2O under the experimental conditions
sed. The thermodynamic results represented in the PZD describe the experimental behaviour reported in this work.

2007 Elsevier B.V. All rights reserved.
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. Introduction

Nowadays, the field of research of potentiometric and amper-
metric sensors is growing. The need to monitor substances in
rder to establish reliable pollution control processes, has ori-
nted research to develop new materials. This is the case of
etection and destruction, by means of some metal complexes,
f toxic gases like nitrogen, sulphur and carbon oxides (NOx,
Ox, CO and CO2) [1–6]. Some of these complexes have 5-
mino-1,10-phenantroline (5-Aphen) as ligand, because it may
ct a bidentade ligand with metal ions like Mn(II), Fe(II), Co(II),
i(II), Cu(II), Zn(II), Ru(II) and Os(II) [1,2,7].

The system Fe(II)/5-Aphen has been studied also as elec-

rocatalyst and as sensor, the latter because it is capable of
lectropolimerizing [8,9], and because of the possibility to

∗ Corresponding author. Tel.: +52 55 58044670; fax: +52 55 58044666.
E-mail address: suemi918@xanum.uam.mx (A. Rojas-Hernández).
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oi:10.1016/j.talanta.2007.01.065
uild in metal complexes in the electrode sensor for monitoring
pecies on a continuous flow.

In future, we want to synthesize and electropolimerize the
ossible Fe(II)/5-Aphen complexes in aqueous media, where pH
ontrol is likely to be crucial. To the best of our knowledge there
s no precise information on the formation constants of these
pecies [10]. Then, the goal of the present work is to characterize
he kinetic and thermodynamic behaviour of these com-
lexes in solution, by spectrophotometric and electrochemical
ethods.

. Materials and methods

.1. Reagents and aqueous solutions
The 5-Aphen and Fe(II) aqueous solutions were prepared
rom 5-Aphen (Polysciences Inc.) and from FeSO4·7H2O
100%, J.T. Baker), with deionized water Type I (18 M�), CO2-
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ree and saturated with nitrogen at a pH near 6.0. pH changes
ere made with HCl (37%, Merck) or NaOH (99%, Merck)

queous solutions.

.2. pH measurements

pH measurements were obtained with a Tacussel poten-
iometer LPH430T, �pH 0.001, equipped with a combined pH
lectrode. The temperature was controlled with a Cole Parmer
ath at (25.0 ± 0.1) ◦C. An inert atmosphere (nitrogen) was
aintained during the experiments in order to avoid the pos-

ibility of Fe(II) oxidation.

.3. Spectrophotometric measurements

The spectra for all solutions were obtained with a Lambda 20
erkin Elmer spectrophotometer with quartz cells of pathlength
f 1.0 cm in the 200–600 nm wavelength range at a 240 nm/min
weep rate.

.4. Electrochemistry measurements

The electrochemical studies were carried out using a BAS-
00 W potentiostat, coupled to the typical three-electrode cell,
ith the carbon paste electrode, CPE, as working electrode,
graphite rod as counter electrode and a Radiometer sat-

rated mercury sulphate as reference, SSE. The CPE was
repared mixing 99.99% single crystal graphite powder from
lfa Aesar and nujol Fluka in 1:1 proportion to ensure easy
anipulation. All potentials herein reported are referred to

he SSE. The voltammogram studies were conducted using
.5 × 10−4 M 5-Aphen and 2.5 × 10−4 M for Fe(II) in 0.5 M of
2SO4.

.5. Kinetic studies

An aqueous solution of final concentrations of 7.5 × 10−5 M

or 5-Aphen and 2.5 × 10−5 M for Fe(II). Absorption spec-
ra of the red solution acidified to pH 0.291 with HCl were
btained with the spectrophotometer as a function of time during
h.

i
s
r
t

ig. 1. Absorption spectra as a function of time for the Fe(II)/5-Aphen system, forme
n the 200–600 nm wavelength range. (b) Disappearance of the absorption band of th
anta 72 (2007) 1458–1468 1459

.6. Stoichiometry of the Fe(II)/5-Aphen′ complex

Several solutions were obtained by mixing the former sys-
ems in such a way that final concentration of Fe(II) were
.5 × 10−5 and 2.5 × 10−4 M, both for variable final con-
entrations of 5-Aphen covering the 0–5 [5-Aphen]/[Fe(II)]
atio range, and acidulating the system to pH 1.1 with
Cl. One absorption spectrum was obtained with a spec-

rophotometer for each final system 5 min after its prepara-
ion.

.7. Formation constant of the Fe(II)/5-Aphen complex

An aqueous solution was prepared having 5-Aphen
.5 × 10−5 M and Fe(II) 2.5 × 10−5 M final concentrations. The
H of several portions of this solution was changed in the
.2 < pH < 8.4 range, either with HCl or NaOH as suitable. The
olutions thus prepared were left to rest at least for 24 h in plas-
ic beakers hermetically closed; after this, the final pH of each
olution was measured. Absorption spectra were acquired at 24
nd 240 h for each solution. The experimental data were ana-
yzed with the aid of TRIANG [11] and SQUAD [12,13] data
rocessing software.

. Dissociation kinetics of the Fe(II)/5-Aphen complex

.1. Spectrophotometric study

It was observed that the Fe(II) and 5-Aphen mixture in a very
cid medium at pH 0.291 does not give the formation of Fe(II)/5-
phen complexes, because the solution shows the same aspect

han the aqueous solutions with 5-Aphen alone. Nevertheless, a
aOH basification of the solution to pH values greater than 2.0,
roduces a red color.

On the other hand, if Fe(II) and 5-Aphen are mixed in water
t pH ≈ 6.0, suddenly an intense red color appears. Then if HCl
s added the red color remains for some time, even at pH val-
es near 0.1. Presently, these experiments revealed a difference

ndicating that the species formed at neutral pH decompose
lowly at acid pH values, due to competition of Fe2+ and H+ to
eact with the 5-Aphen’s nitrogen atoms. Fig. 1a shows the ini-
ial absorption spectrum of the Fe(II)/5-Aphen′ aqueous system

d at pH ≈ 6.0 and acidulated at pH 0.291. (a) Initial and final absorption spectra
e complex in the 380–600 nm wavelength range during 461 min.
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Fig. 2. Absorbance measured at a wavelength of 520 nm as a function of time
for the Fe(II)/5-Aphen system, formed at pH ≈ 6.0 and acidulated at pH 0.291.
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he chemical kinetics of the system may be fitted to a pseudo-first order model
or the irreversible dissociation of only one complex.

t pH 0.291 acquired after 461 min from the beginning of the
xperiment, and Fig. 1b presents the evolution of the absorp-
ion spectrum of the same system with time. As can be seen
n the former figure, the shape of the absorption spectrum at
61 min is very similar to that of (5-Aphen)H2

2+ species [14]. On
he other hand, Fig. 1b indicates that the absorbance at 520 nm
iminishes with time but it increases at 340 nm, forming a time-
ndependent isosbestic point at 375 nm. This behaviour may be
ue to an overall dissociation of a single complex at this pH
alue.

Fig. 2 shows the absorbance behaviour of the system at
20 nm as a function of time, where the absorbance decays
xponentially with time. This is consistent with the hypothe-
is that there is only one complex that dissociates to Fe′(II) and
5-Aphen)H2

2+ species.
Then, if an irreversible dissociation of pseudo-first order [15]

s considered for a Fe(5-Aphen)n complex, in agreement with
q. (1):

e(5-Aphen)′n → Fe′(II) + n(5-Aphen′) (1)

t can be shown that the concentration of the complex will decay
s predicted by Eq. (2):

Fe(5-Aphen)′n] = [Fe(5-Aphen)′n]o e−k′t (2)

here k′ is the apparent rate constant at pH 0.291 and t the
lapsed time in minutes.

For a 520 nm wavelength, where only the complex can absorb
lectromagnetic radiation, an equation similar to Eq. (2) may be

(520)
educed, but with absorbance values at this wavelength (A )
nstead of [Fe(5-Aphen)′n].

The regression analysis gave k′ = 0.011 min−1 at pH 0.291,
ith an acceptable correlation coefficient of 0.98. If it is consid-

red a kinetic model with a pseudo-second order model the fit
s not as good.

a

b
s
v
t
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.2. Electrochemical study

.2.1. Stability study of the complex at pH 1.33
In order to corroborate the pH effect on the stability of the

e(II)/5-Aphen and because only one species exists associated
o the red color, as observed in the spectrophotometry study, it
eemed adequate to perform an electrochemical study. There-
ore, a triangular sweeping voltammetry study was carried out
t pH 1.33 at a 0.1 V s−1 potential scan rate to assess the stability
f the Fe(II)–5-Aphen as a function of time. The potential pro-
ram applied was initiated at the null current potential sweeping
n the anodic sense within the 0.1–0.8 V/SSE potential range.

Fig. 3a shows the voltammograms obtained on a carbon paste
lectrode in H2SO4 0.5 M at pH 1.33 for the Fe(II) 2.5 × 10−4 M
nd 5-Aphen 7.5 × 10−4 M. The Fe(II) system corresponding
o the continuous thick line exhibits an oxidation process at
15 mV, associated to the Fe(II) to Fe(III) step: in this system the
olution was colorless. Also in Fig. 3a, the continuous thin line
epresents the electrochemical behaviour of the ligand 5-Aphen
hat displayed two clearly defined oxidation peaks at 481 and
50 mV, and a colorless solution as well.

When the Fe(II) was mixed with the 5-Aphen, the resulting
oltammogram is shown in Fig. 3b where at t = 0, depicted by
he broken line, there appeared three oxidation processes and the
olution became reddish. However, with elapsing time the over-
ll shape was lost and after 72 h, the resulting voltammogram
s shown in Fig. 3b depicted by the dot-line trace, also with a
olorless solution. Fig. 3c compares the mix Fe/5-Aphen at 72 h
nd the 5-Aphen alone, which gives evidence that the complex
as dissociated thus returning to the unmixed 5-Aphen profile.
he current increase observed in the voltammogram of the com-
lex at 72 h is due to the free Fe(II) contribution in solution
hich oxidizes in the same potential range. When the dissocia-

ion of the complex is followed as a function of time, as shown
n Fig. 3d, a significant current decrease is noted during the first
ew minutes and as time elapses further, changes set in due to
ontribution from processes of the Fe(II) and 5-Aphen that are
eft free. Therefore, with these data, it is not possible to obtain the
issociation kinetics of the complex at pH 1.33 because several
rocesses exist associated within the electrochemical response
btained, however, the complex’s signal can be clearly seen to
isappear. This study provided experimental that evidence the
e(II)–5-Aphen complex is not stable under the pH conditions
hosen, and that only one species is formed upon mixing the
olutions.

.2.2. Stability study of the complex at pH 6.19
Fig. 4a shows the voltammograms corresponding (*) to the

e(II) in solution at pH 6.19. In this case, the oxidation peak
ppeared at 515 mV. The voltammogram (�) shows the 5-Aphen
H 6.19 aqueous solution. Two oxidation peaks were observed
t 338 and 538 mV.

The (�) plot in Fig. 4b depicts the electrochemical response

ehaviour of the Fe(II)–5-Aphen fresh mix solution at time 0 h,
howing also an irreversible oxidation peak at 455 mV. The same
oltammetric response is observed for the 72 h stabilized solu-
ion (©), the oxidation peak was shifted 14 mV in the cathodic
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ig. 3. Typical cyclic voltammograms obtained in 0.5 M H2SO4 at pH 1.33. (a)
e(II) and 7.5 × 10−4 M 5-Aphen mix; solution time 0 and 72 h. (c) 7.5 × 10−4 M
t E = 406 mV.

ense with respect to the fresh solution. The results show that the
e(II)–5-Aphen complex formation is stable in the experimen-

al conditions used for the study, pH 6.19, because the oxidation
eaks obtained for the fresh solution after 72 h stabilization were
ot modified with time.

When comparing the electrochemical response of the Fe(II)

nd the Fe(II)–5-Aphen complex, as shown in Fig. 4c, a 60 mV
hift toward cathodic potentials can be noted of the complex’s
xidation peak, which confirms its presence in the solution. Fur-
her, the comparison of the Fe(II)–5-Aphen response with that

3
1

c

ig. 4. Typical cyclic voltammograms obtained at pH 6.19. (a) 2.5 × 10−4 M Fe(I
.5 × 10−4 M 5-Aphen mix solution; time 0 and 72 h. (c) 2.5 × 10−4 M Fe(II) an
.5 × 10−4 M 5-Aphen and complex Fe(5-Aphen); time 72 h.
10−4 Fe(II) M and 7.5 × 10−4 M 5-Aphen separate solution. (b) 2.5 × 10−4 M
phen and complex Fe(5-Aphen), time 72 h. (d) Behaviour of I = f(t) for complex

f the 5-Aphen alone, shown in Fig. 4d, shows that a 119 mV
otential difference can be noted between the complex oxidation
eak and the 5-Aphen’s peak at 338 mV at pH 6.19. The results
btained at this pH confirm the formation of the Fe(II)–5-Aphen
omplex and that it was stable.
.2.3. Comparison of the electrochemical behaviour at pH

.33 and 6.19
In order to analyze the changes exhibited during the electro-

hemical studies of the Fe2+ and 5-Aphen species at the different

I) and 7.5 × 10−4 M 5-Aphen separate solution. (b) 2.5 × 10−4 M Fe(II) and
d 2.5 × 10−4 M Fe(II) and 7.5 × 10−4 M 5-Aphen mix solution; time 0. (d)
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Fig. 5. (a) Typical cyclic voltammograms obtained at pH 1.33, 6.19 and

H values used, a chemical speciation analysis was performed
nder the different conditions employed.

The Fe(II) oxidation behaviour at pH 1.33 and 6.19 was the
ame, as shown in Fig. 5a, which is because at both conditions the
e(II) predominant chemical species is the same as that indicated
y the distribution diagram shown in Fig. 5b, where the species
t both pH values was Fe(SO4) at [SO4] 500 mM.

Fig. 6a shows the results concerning the 5-Aphen’s behaviour,
hich shows that the change in the electrochemical response is
ue to the pH value, because the molar fractions of the species
resent at pH 1.33 was 0.68 for 5-Aphen H+ and 0.32 for 5-
phen H2

2+, and at pH 6.19 it was 0.725 for 5-Aphen and 0.225
or 5-Aphen H+, which is clearly appreciable in the molar frac-
ions diagram for the 5-Aphen in Fig. 6b. Fig. 6c shows that the
H effect on the 5-Aphen makes the difference in the electro-
hemical response of the complex formed at the different pH

alues studied.

Voltammetric studies confirm that the Fe(II)–5-Aphen com-
lex is the same one in both values of pH studied.

i
a
t

ig. 6. (a) Typical cyclic voltammograms obtained at pH 1.33 and 6.19 for 7.5 × 10
yclic voltammograms obtained at pH 1.33 and 6.19 for 2.5 × 10−4 M Fe(II) and 7.5
II)] = 2.5 × 10−4 M. (b) Molar fractions diagram for the Fe(II) species.

. Thermodynamics of the formation of the complex
etween Fe(II) and (5-Aphen)

.1. Molar ratio method and stoichiometry of the complex
16,17]

The knowledge of the kinetic behaviour of the system
ermitted to design suitable experiments to undertake the ther-
odynamic studies, because it was possible to obtain systems

n thermodynamic equilibrium. Nevertheless, the stoichiometric
atio of the complex was investigated first by means of the molar
atio method [16,17].

Fig. 7 shows the evolution of absorption spectra with the
olar ratio of 5-Aphen to Fe(II) at pH 1.1 5 min after prepa-

ation of each system. It is remarkable that the shape of these
pectra is very similar to the initial absorption spectrum shown

n Fig. 1a. This fact indicates that the same complex is forming
t all the pH values studied. The latter is corroborated through
he electrochemical studies.

−4 M 5-Aphen. (b) Molar fraction diagram for 5-Aphen′ species. (c) Typical
× 10−4 M 5-Aphen mix solution at time 0.
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Fig. 7. Evolution of absorption spectra of different systems with [5-
Aphen′]/[Fe(II)] molar ratio at pH 1.1 [is this value correct, because 1.33 has
been mostly cited] and 5 min after preparation of each system. For all sys-
tems, the molar concentration of Fe(II) was equal to 2.5 × 10−5 M and the
[5-Aphen′]/[Fe(II)] molar ratios shown are: (—) 0.25, (–·–·–) 0.75, ( )
1

Fig. 8. Plot of the absorbance as a function of [5-Aphen′]/[Fe(II)] molar ratio
for several wavelength values. The Fe(II) molar concentration was equal to
2.5 × 10−5 M, the pH 1.1. The data were recorded 5 min after preparation of
each system.

F
a

.50, ( ) 2.5, ( ) 3.0.

ig. 9. Absorbance spectra and molar relations plot for 5-Aphen/Fe(II). (a) pH 1.33, (b) 6.19, and (c) comparison of the absorbance spectra at a molar relation of 3
t pH 1.33 and 6.19.
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Fig. 10. Absorption spectra for the Fe(II)/5-Aphen systems (UV region), at dif-
ferent pH values: ( ) 0.29, ( ) 1.64, ( ) 2.20, ( )
2.89, ( ) 3.93, ( ) 5.39, and ( ) 6.31. The Fe(II) concen-
tration was 2.5 × 10−5 M and the 5-Aphen concentration was 7.5 × 10−5 M in
all the systems.
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Fig. 11. Absorption spectra for the Fe(II)/5-Aphen systems (near UV and vis-
ible regions), at different pH values: ( ) 0.29, ( ) 0.61,
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Absorbance data, between 200 and 600 nm, of several sys-
tems in thermodynamic equilibrium for pH < 6.5 were fed into
the software TRIANG [11]. The results obtained with this study
permit to conclude that the observed behaviour is due to three
Fig. 8 shows the functional relationship between absorbance
nd the [5-Aphen′]/[Fe(II)] molar ratio. For all the wavelengths
tudied, the curves obtained are practically formed by two
traight lines with an intersection point at a [5-Aphen′]/[Fe(II)]
olar ratio of 3. This fact indicates that the formulae of the

nly complex formed is Fe(5-Aphen)3
′. Although the degree of

rotonation is yet unknown, it is very probable that the com-
lex is not protonated nor hydroxilated, like is the case of a
imilar complex formed between Fe(II) and 1,10-phenantroline
o-phen) [10].

Given the low absorbance values at 520 nm wavelength where
he complex absorbs, it became necessary to prepare more
oncentrated solutions, namely 10 times, as compared to the
revious experiments with Fe(II) 2.5 × 10−4 M and 5-Aphen
.5 × 10−4 M; under these conditions the absorption spectra
ere obtained for different molar ratios, considering only the
00–600 nm range to focus on the complex’s behaviour. The
nset in Fig. 9a shows the absorption spectra obtained for the
ix at pH 1.33 at different 5-Aphen/Fe(II) molar ratios. An

ncrement is noted in the absorbance band at 520 nm that is
ssociated to complex formation, while in Fig. 9a the slope
hanges for a relation of 1:3 of the complex. A slight incre-
ent was also observed at ratios greater than 3 that may be

ue to the complex’s dissociation effect at this pH value or to
small contribution of 5-Aphen species to the absorbance. The

nset in Fig. 9b shows the absorption spectra obtained at pH
.19, where the absorbance values shown for the complex were
reater for the different molar ratios. Nevertheless, Fig. 9b con-
rms the ratio 1:3 for the different wavelengths plotted. Fig. 9c

ndicates that at pH 1.33 the same spectroscopic behaviour was
btained as at pH 6.19, except that the absorbance values for
he whole of the spectrum were greater at pH 6.19, which

onfirms that the complex formed was more stable at this pH
alue.

F
F

) 2.06, ( ) 2.38, ( ) 2.72, ( ) 3.41
nd ( ) 6.31. The Fe(II) concentration was 2.5 × 10−5 M and the 5-
phen′ concentration was 7.5 × 10−5 M in all the systems.

.2. Determination of the formation constant of the complex
ith the aid of the data processing software SQUAD [12,13]

Figs. 10 and 11 show the evolution of absorption spectra at
ifferent pH values 24 h after the preparation of each system. The
cale used in each figure is different in order to realize better the
etails of the shape of the set of spectra.

The set of spectra obtained 240 h after preparation of each
ystem is very similar to that shown in Figs. 10 and 11.

In order to appreciate the validity of this statement, Fig. 12
hows a comparison of the relationship of absorbance as a func-
ion of pH at 520 nm wavelength for the systems 1 and 10 days
fter preparation. It can be observed that for pH values lesser than
.5, the absorbance is practically the same at each pH value,
hich it was taken as an indication that these systems are in

hermodynamic equilibrium.
ig. 12. Plot of the absorbance at 520 nm wavelength as a function of pH for
e(II)/5-Aphen systems ( ) 24 h and (�) 240 h after their preparation.
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Table 1
Best refined models by SQUAD for the Fe(II)/5-Aphen′ sytems with absorption spectra obtained 24 h after their preparation, as explained in the text

Wavelength range (nm) Chemical model logβ± σ σa Ub

208–584
H+ + (5-Aphen) = (5-Aphen)H+ 5.78c

2H+ + (5-Aphen) = (5-Aphen)H2
2+ 6.89c 0.022 0.375

Fe2+ + 3(5-Aphen) = Fe(5-Aphen)3
2+ 23.155 ± 0.036

464–584
H+ + (5-Aphen) = (5-Aphen)H+ 5.78d

2H+ + (5-Aphen) = (5-Aphen)H2
2+ 6.89d 0.008 0.016

Fe2+ + 3(5-Aphen) = Fe(5-Aphen)3
2+ 23.447 ± 0.024

Nineteen absorption spectra with pH values ranging from 0.2 to 6.4 with wavelength increments of 8 nm for each spectrum.
a Total standard deviation for absorbance data.
b Sum of squares of absorbance residuals.
c These equilibrium constants were fixed during refining at the values previously obtained [14] and the molar absorptivity coefficients for (5-Aphen)H+ and
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5-Aphen)H2
2+ were varied, but those of (5-Aphen) were fixed to zero due to it

d These equilibrium constants were fixed during refining at the values previou
nd (5-Aphen)H2

2+ were fixed to zero due to the very low absorption in the vis

bsorbing species in the system. Taking into consideration all
he information described before, these species could be (5-
phen)H2

2+, (5-Aphen)H+ and Fe(5-Aphen)3
2+.

Then, both sets of absorption spectra (those for 24 and 240 h)
ere introduced into the software SQUAD [12,13], in order to

efine the equilibrium constant of the complex and to obtain the
olar absorptivity coefficients of the species.
The following chemical model was also introduced into

QUAD:

H+ + 5-Aphen = (5-Aphen)H+ . . . β1

2H+ + 5-Aphen = (5-Aphen)H2
2+ . . . β2

Fe2+ + 3(5-Aphen) = Fe(5-Aphen)3
2+ . . . β3

Table 1 presents the results obtained by processing
bsorbance data after 24 h after preparation of the systems and
able 2 presents the results obtained with data 240 h after prepa-
ation.

Fig. 13 shows the plots of the molar absorptivity coefficients
btained through the use of SQUAD for the refinement described

nd shown in the first row of Table 1.

It is important to underline than the coefficients obtained for
5-Aphen)H+ and (5-Aphen)H2

2+ with this data refinement have
he same shape previously obtained [14]; the deviation in this

s
p
t
i

able 2
est refined models by SQUAD for the Fe(II)/5-Aphen′ sytems with absorption spec

avelength range (nm) Chemical model

65–600
H+ + (5-Aphen) = (5-Aphen)H+

2H+ + (5-Aphen) = (5-Aphen)H2
2+

Fe2+ + 3(5-Aphen) = Fe(5-Aphen)3
2+

85–600
H+ + (5-Aphen) = (5-Aphen)H+

2H+ + (5-Aphen) = (5-Aphen)H2
2+

Fe2+ + 3(5-Aphen) = Fe(5-Aphen)3
2+

wenty-three absorption spectra with pH values ranging from 0.2 to 6.4 with wavelen
a Total standard deviation for absorbance data.
b Sum of squares of absorbance residuals.
c These equilibrium constants were fixed during refining at the values previously

5-Aphen)H2
2+ were varied, but those of (5-Aphen) were fixed to zero due to its low

d These equilibrium constants were fixed during refining at the values previously ob
nd (5-Aphen)H2

2+ were fixed to zero due to the very low absorption in the visible re
concentration in the studied systems.
tained [14] and the molar absorptivity coefficients for (5-Aphen), (5-Aphen)H+

gion.

alculation was less than 26% at the coefficients main maxima.
The great similitude of the values obtained through dif-

erent refinements of the formation constant of the complex
Tables 1 and 2) and the goodness of the fit of the experimental
bsorption spectra in thermodynamic equilibrium, considering
nly the formation of (5-Aphen)H+, (5-Aphen)H2

2+ and Fe(5-
phen)3

2+, permit to establish that the value of the formation
onstant of the Fe(5-Aphen)3

2+ complex was logβ≈ 23.4 ± 0.1.
urthermore, the value of this formation constant is very similar

o that reported for de complex of Fe(II) with o-phen (21.3 [10]).

. Spectroscopic features of the Fe(5-Aphen)3
2+ complex

The Fe(5-Aphen)3
2+ complex presents characteristic absorp-

ion bands related with electronic transitions of the 5-Aphen
pecies and the charge-transfer from metal to ligand in the visible
egion of electromagnetic spectrum.

Table 3 resumes the wavelength values of the absorption
ands and the values of the molar absorptivity coefficients for
hese wavelengths, for some of the absorbing species in the

ystem. For the complex, the refining values obtained in the
resent work were used except that for the 5-Aphen species
he results previously obtained [14] were employed. In general,
t can be observed that the location of the maximum absorp-

tra obtained 240 h after their preparation, as explained in the text

logβ± σ σa Ub

5.78c

6.89c 0.009 0.078
23.513 ± 0.040

5.78d

6.89d 0.008 0.038
23.563 ± 0.024

gth increments of 5 nm for each spectrum.

obtained [14] and the molar absorptivity coefficients for (5-Aphen)H+ and
concentration in the studied systems.
tained [14] and the molar absorptivity coefficients for (5-Aphen), (5-Aphen)H+

gion.
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ig. 13. Plots of the molar absorptivity coefficients (ε) calculated with the aid
avelength range. (b) 360–584 nm wavelength range.

ion wavelengths is almost the same as for (5-Aphen)H+ or
5-Aphen)H2

2+ and Fe(5-Aphen)3
2+. This fact suggests that the

pectroscopic effect is practically the same for the H+ substitu-
ion with Fe2+. Also it can be seen that the maxima of the molar
bsorptivity coefficients on the UV region of the complex are
pproximately three times those of (5-Aphen) or (5-Aphen)H+

pecies, as expected by the three ligands in the formulae of the
omplex.

The absorption bands located at 480 and 520 nm may be
ssociated to the charge-transfer of the d orbitals of the metal
on to the unoccupied orbitals of the ligand. This absorption
ands are similar to those observed in the case of the Fe(o-
hen)3

2+ complex (e.g. 9.3 × 103 L cm−1 mol−1 at 520 nm for

e(5-Aphen)3

2+ and 11.0 × 103 L cm−1 mol−1 at 510 nm for
e(o-phen)3

2+) [18].
In order to analyze the behaviour of the Fe/5-Aphen complex,

he predominance zone diagrams were constructed from thermo-

p
F
a
F

able 3
omparison of the wavelengths of maximium absorption and the molar abosptivity c

pectroscopic features Species

Fe(5-Aphen)3
2+

max1 (nm) 208, 232sh

λmax 1 × 104 (L mol−1 cm−1) 6.39 ± 0.11, 4.73 ± 0.16

max2 (nm) 256

λmax 2 × 104 (L mol−1 cm−1) 4.93 ± 0.10

max3 (nm) 280

λmax 3 × 104 (L mol−1 cm−1) 6.70 ± 0.19

max4 (nm) 344

λmax 4 × 104 (L mol−1 cm−1) 1.27 ± 0.06

max5 (nm) 416pl

λmax 5 × 104 (L mol−1 cm−1) 0.62 ± 0.02

max6 (nm) 480sh

λmax 6 × 104 (L mol−1 cm−1) 0.77 ± 0.01

max7 (nm) 520

λmax 7 × 104 (L mol−1 cm−1) 0.93 ± 0.01

h = Shoulder; pl = Plateau.
QUAD for the refinement shown in the first row of Table 1. (a) 208–400 nm

ynamic data estimated for the 5-Aphen′ [19] and the complex
see Table 1); whereas for the Fe-SO4–H2O complexes the data
ere taken from the HYDRA data base included in MEDUSA

19). Fig. 14 shows the diagrams log [5-Aphen′]TOT as a function
f pH for the [Fe(II)]TOT = 25.0 �M y [SO4

2−]TOT = 500mM
oncentrations obtained by means of MEDUSA. The PZD for
he iron species are presented in Fig. 14a and c, whereas the
iagrams corresponding to the 5-Aphen′ species are shown in
ig. 14b and d under the experimental conditions used.

In the case of the spectrophotometry studies a [5-
phen′]TOT = 7.5 × 10−5 M solution was used as indicated in
ig. 14a and b by means of a broken line. Fig. 14a shows that at
H values smaller than 3 the complex Fe(5-Aphen)3

2+ does not

redominate, however, at greater pH values the reverse is true.
urther analysis corroborated that the predominating species at
cid pH in the 5-Aphen PZD (see Fig. 14b) are those without
e(II); when the pH reached 6 the 5-Aphen associated to Fe

oefficient values for Fe(5-Aphen)3
2+, (5-Aphen) and (5-Aphen)H+ species

(5-Aphen) (5-Aphen)H+

232 215
2.07 ± 0.04 1.99 ± 0.03

256sh 256sh

1.00 ± 0.02sh 1.09 ± 0.03sh

280 295
1.95 ± 0.03 2.13 ± 0.11

328 344
0.40 ± 0.04 0.43 ± 0.02

416sh

0.15 ± 0.01
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ig. 14. Predominance zone diagram for (a) Fe(II) and [5-Aphen′]TOT = 7.
phen′]TOT = 7.5 × 10−4 M, (d) 5-Aphen′ [5-Aphen′]TOT = 7.5 × 10−4 M.

redominated. The results predict the experimental behaviour,
here at basic pH the absorption band associated to the Fe(5-
phen)3

2+ complex predominated, while upon decreasing the
H to 0.29, the band disappears as a function of time till
quilibrium is reached, whereby the spectrum only shows the
bsorption bands associated to the 5- Aphen′ species.

The working conditions to be used for the voltam-
etry studies were obtained likewise, with a [5-Aphen

]TOT = 7.5 × 10−4 M concentration, as is indicated in Fig. 14c
nd d by the broken line. Thus, Fig. 14c shows that under
hese ligand and acid pH conditions there is no complex. This
xplains why the voltammograms obtained at acid pH show
he 5-Aphen′ oxidation profile, which was also corroborated in
ig. 14d where the complex only predominates at pH greater than
. A comparison between both diagrams reveals that the com-
lex predominance zone is greater at higher Fe(II) and 5-Aphen′
oncentrations.

. Conclusions

The kinetic and thermodynamic studies obtained through
pplication of spectrophotometry and electrochemistry methods
llowed analysis of the behaviour of the Fe(II)–5-Aphen system
n aqueous solution. The influence of the pH was studied, giv-
ng an adequate insight on the time-stability of the species in the

ystem. The experimental conditions were determined for values
ear neutrality, where the complex with a stoichiometry [Fe(5-
phen)3]2+ is stable as a function of pH. Also, it was found that

or acid pH values there was a coupled reaction associated to
−5 M, (b) 5-Aphen′ and [5-Aphen′]TOT = 7.5 × 10−5 M, (c) Fe(II) and [5-

ompetence of the H+ for the coordination sites of the 5-Aphen,
hus proving dissociation of the complex, as shown by the spec-
rophotometry and electrochemical results. The formation of the
e(5-Aphen)3

2+ complex alone has been studied; namely, it was
lowly destroyed in very acidic milieu, in such a way that a red
olor may be observed during 7 h. The apparent rate constant,
lobal formation constant and spectroscopic features have been
haracterized.

The PZD presented with the thermodynamic constant
btained in this work describe perfectly the chemical and electro-
hemical behaviour of the [Fe(5-Aphen)3]2+ as a function of pH.
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bstract

The paper presented a novel chemiluminescence (CL) immunoassay method, which combines the advantages of traditional enzyme-linked
mmunosorbent assays (ELISA) and bis (2,4,6-trichlorophenyl) oxalate (TCPO)–hydrogen peroxide CL detection system. A fluorescent product
,3-diaminophenazine (DAPN) was produced by reaction between o-phenylenediamine (OPDA, 1,2-diaminobenzene) and H2O2 catalyzed by
orseradish peroxidase (HRP). DAPN was excited by the reactive intermediate of TCPO–H2O2 chemiluminescent reaction, and led to CL. The
ependence of the CL intensity on the concentrations of antigen was studied. As analytical application, the proposed method was used for
etermination of recombinant human interleukin 6 (rHu IL-6) and �-human chorionic gonadotropin (�-HCG). Under the selected experimental
onditions, a linear relationship was obtained between the CL intensity and the concentration of rHu IL-6 in the range of 4.0–625.0 pg/ml, and

-HCG in the range of 12.5–400.0 mIU/ml. The detection limits were 0.5 pg/ml for rHu IL-6 and 3 mIU/ml for �-HCG with relative standard
eviation of 2.3 for 78.0 pg/ml rHu IL-6, and 3.9 for 50.0 mIU/ml �-HCG. This method has been applied to the determination of rHu IL-6 in human
erum and �-HCG in urine with satisfactory results.

2007 Elsevier B.V. All rights reserved.
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. Introduction

An immunoassay is an analytical technique, which is capable
f specifically detecting very small quantifies of a particu-
ar compound. Today, immunoassays play a prominent role
n the analysis of many clinical laboratory analytes such as
roteins, hormones, drugs, and nucleic acids because of its
igh specificity, versatility and sensitivity. The future involves
evelopment of assays with higher sensitivities [1–5]. Radio
mmunoassay (RIA) had been the most widely used immunoas-
ay since it was first introduced in 1959. However, the known
rawbacks of radioisotopes, health hazard, waste disposal
roblems and short half-life have induced intensive search
or alternative methods [6,7]. Enzyme-linked immunosorbent

ssays (ELISAs) are among the most extensively used types
f immunoassays, and their application in environmental, food,
nd medical analysis is an area with an enormous potential for

∗ Corresponding author. Tel.: +86 29 85308748; fax: +86 29 85307774.
E-mail address: zzjl8@hotmail.com (Z. Zhang).
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rowth [4,8]. ELISA assays were found to be safer and easier
han the early RIA, and could be based either on colorimetric,
uorescent or chemiluminescent detection. Moreover, the sen-
itivity of an ELISA assay strongly depends on the affinity of
pecific antibodies and on the sensitivity of the detection method.
owever, the sensitivity of conventional colorimetric detection

s relatively low [9,10].
Chemiluminescence (CL) is now commonly used for

mmunoassay in the form of a chemiluminescent label or as
chemiluminescent detection reaction for an enzyme label. CL

mmunoassays have become very popular in recent years, as
hey offer significant gains in sensitivity over most other meth-
ds at a low cost [11–13]. Advances in sensitivity have been
chieved by using chemiluminescent detection of enzyme labels.
RP was employed as label frequently in immunoassay, and it
as detected with the luminol-based enhanced chemilumines-

ence (ECL) system, the ECL reaction offers the possibility of

mproving the sensitivity of immunoassays to at least 2–3 orders
f magnitude compared to conventional colorimetric detection
10,14]. However, the quantum yield of luminol does not exceed
% in dimethyl-sulphoxide and 1–1.5% in aqueous systems [3].
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ig. 1. Possible reaction pathway for the PO–CL system—dye: fluorophore;
CPO: bis-(2,4,6,-trichlorophenyl) oxalate.

he simplest way to increase the sensitivity is to use a system
ith high emission quantum yield. The TCPO–H2O2 chemi-

uminescent reaction is very efficient, having a quantum yield
igher than that observed for most of the chemiluminescent
eaction discovered to date. This reaction requires the presence
f a suitable fluorophore and has a quantum yield of 5–50%
15,16]. Like many CL reactions, the PO–CL reaction can be
chematized in three basic steps (Fig. 1). In the first step, an
ryl oxalate ester like TCPO reacts with H2O2 to produce a
ey chemical intermediate, 1,2-dioxetanedione (C2O4), contain-
ng the necessary excitation energy. The second step involves
he chemiexcitation of a fluorophore to electronically excited
tates by the reactive intermediate via conversion of the chemi-
al energy into electronic excitation energy. The final step is the
mission of light energy by returning the excited fluorophore
olecule to the ground state [17,18].
In this paper, the traditional ELISA assay by using HRP as

he enzyme label was coupled with TCPO–H2O2 chemilumi-
escent reaction. HRP be an excellent enzyme for catalyzing
he reaction between OPDA and H2O2 to form DAPN [19,20].
he fluorescent product DAPN could be excited by the reac-

ive intermediate of TCPO–H2O2 chemiluminescent reaction,
nd the emission of light could be detected by a high sensitive
ooled CCD. Therefore, the amount of an enzyme-labeled ana-
yte or labeled specific binding partner for an analyte could be
etected.

As analytical application, the proposed method was used for
etermination of rHu IL-6 and �-HCG. The proposed method
as the advantage of showing the specificity of ELISA (non-
hemiluminescent assays), sensitivity of TCPO–H2O2 system
nd high throughput of CL imaging assay. In addition, flu-
rescent peroxidase substrates and oxalates could be chosen
ndependently, efficiency and flexibility are therefore the main
dvantages of this system.

. Experimental
.1. Reagents and solutions

Recombinant human interleukin 6 (rHu IL-6), two mono-
lonal antibodies against rHu IL-6 were kindly donated by Prof.

2

o

(2007) 1293–1297

.Q. Jin (Department of Immuno, The Fourth Military Medical
niversity, Xi’an, China). �-Human chorionic gonadotropin (�-
CG) ELISA kits were purchased from Biocell Laboratory Ltd.

Zhengzhou, China). All chemicals and reagents used in this
tudy were of analytical grade quality. Solutions were prepared
n deionized, distilled water. Citric acid (C6H8O7·H2O), H2O2,
a2CO3, NaHCO3, KH2PO4, Na2HPO4·12H2O, NaCl, KCl,
ween 20, and NaH2PO4 were obtained from Shanghai Chemi-
al Plant (Shanghai, China). o-Phenylenediamine (OPDA), HRP
250 IU/mg) were obtained from LaiBo Technology Devel-
pment Company (Xi’an, China). Bis (2,4,6-trichlorophenyl)
xalate (TCPO) was synthesized as described by Mohan [21].
he coating solution was 0.05 mol/l Na2CO3–NaHCO3 buffer,
H 9.6. 0.15 mol/l PBS buffer, pH 7.4 was prepared by dissolv-
ng 0.2 g KH2PO4, 2.9 g Na2HPO4·12H2O, 8.0 g NaCl, 0.2 g
Cl in 1 l water. 96-well plates were rinsed with PBST solution

PBST: PBS solution containing 0.05% (v/v) Tween-20). Anti-
en and antibody were diluted with PBSTB solution (PBSTB:
BST containing 0.1% (w/v) BSA). A 1 mg/ml OPDA stock
olution was prepared by dissolving 10 mg OPDA in 10 ml dis-
illed water. The reagents for conventional ELISA colorimetric
eaction were prepared by appropriate dilution of the stock solu-
ion of OPDA, H2O2 (30%) with Na2HPO4–citric acid (pH 5.0)
uffer solution. HRP solutions were prepared by dissolving a
ertain amount of HRP in deionized water and stored below 4 ◦C.

The PO–CL reagents were prepared in volumetric glass flasks
y dissolving H2O2 (30%), TCPO in dried acetonitrile before
se. Imidazole stock solution was prepared by dissolving a cer-
ain amount of imidazole in ethanol.

.2. Instrumentation

The 96 well transparent microtiter plates were imaged using a
luorchemTM IS-8800 system (Alpha Innotech, CA). The Flu-
chem imaging system is a powerful digital system ideal for
nstant photography of a wide variety of samples. Thermoelec-
ric cooling of the CCD camera allows imaging of low light
amples in UV-illuminated, chemiluminescent and fluorescent
pplications. The instrument is controlled by Alpha Ease FC
oftware. Imaging analysis and archiving treatment were per-
ormed with Alpha Ease FC software running under Windows
000.

.3. Procedures

.3.1. Procedures for oxidation reaction based on HRP
In this paper, HRP was used as model analytes to optimize the

eaction conditions. Fifty microlitres of 3.0 × 10−2 mol/1 H2O2,
0 �l of a certain concentration of HRP, and 50 �l of 0.5 mg/ml
PDA were added to the wells of 96 well transparent microtiter
lates. The oxidation reaction was performed at 37 ◦C, and the
ime for oxidation reaction was 10 min. A yellow fluorescent
roduct (DAPN) could be obtained.
.3.2. Procedures for CL immunoassay of rHu IL-6
A typical “sandwich” type immunoassay was used. A pair

f antibodies that recognize different epitopes of same antigen
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detected CL signal was studied over the range of 5.0 × 10−3 to
5.0 × 10−2 mol/l. Experimental results showed that CL inten-
sity reached a maximum value when H2O2 concentration was
3.0 × 10−2 mol/l.
L. Luo et al. / Talan

as used to capture and detect a certain antigen. The assay pro-
ocols were as follows: (a) the 96 well plates were coated with
nti-rHu IL-6 monoclonal antibody (100 �l/well) diluted 100-
old in 0.05 mol/l carbonate buffer pH 9.6 overnight at 4 ◦C.
ll further steps were performed at 37 ◦C. These wells were
ashed three times with PBST solution; (b) addition of the rHu

L-6 standard or sample (100 �l/well), incubation for 30 min,
ash four times; (c) addition of HRP-conjugated anti-rHu IL-6
onoclonal antibody (100 �l/well). After a final washing step,

0 �l of 3.0 × 10−2 mol/l H2O2 and 50 �l of 0.5 mg/ml OPDA
ere added, and the reaction solution was incubated at 37 ◦C

or 15 min. Then 5 �l of fluorescent product (DAPN) was added
o the wells of another microtiter plate, and TCPO CL reagents
ere added.

.3.3. Procedures for CL immunoassay of β-HCG
The wells of microtiter plate have been coated by anti-�-

CG monoclonal antibody. All further steps were performed at
7 ◦C. PBST solution was used as washing solution. The assay
rotocols were the following: (a) additions of the �-HCG stan-
ard or sample (100 �l/well), incubation for 10 min, wash four
imes; (b) addition of HRP-conjugated anti-�-HCG monoclonal
ntibody, incubation for 10 min (100 �l/well), wash four times.
he following steps were same as 2.3.2.

.3.4. Procedure for CL imaging assay
CL imaging measurements were performed in Fluorchem

M IS-8800 system. This system was connected to a PC for
uantitative imaging and a sample dark box was provided to
revent contact with external light. The system operates in the
ollowing steps: (a) samples in transparent microtiter plates were
ecorded as transmitted light; (b) the luminescent signal was
easured with an optimized photon accumulation lasting 8 min;

c) the light emission from each well was quantified by defining
fixed area and counting the number of photon fluxes within

his area, the user can manually draw an area of interest through
he three OBJECT buttons of software. In this work the area of
ach well was enclosed with a box (rectangle). The background
alue was obtained by imaging an equally sized region outside
he region of interest and was subtracted from each measure-

ent. Finally, the intensity of the spots was determined using the
pot Denso function of the software, which combines the pixel

ntensities. The wells were individually analyzed and the intensi-
ies (AVG) were plotted as a function of analytes concentration
o yield the calibration curve. IDV is the sum of all the pixel
alues after background correction: IDV =

∑
(each pixel value-

ACK), AREA is the size (in pixels) of the region enclosed by
he box, AVG is the average value after background correction
f the pixels enclosed, AVG = IDV/AREA, BACK is the back-
round value that will be subtracted from all the pixels in the
bject.

.4. Sample preparation
Fresh blood was collected in clean plastic tubes; no anti-
oagulant was added to the blood samples allowing the blood
oagulation naturally and then centrifuged at 3000 rpm for 5 min.

F
3
0
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he supernatant part was extracted as serum with a mini sample
ollector. Serums were stored at −20 ◦C until assayed. The urine
f women could be used directly.

. Results and discussion

.1. Optimization of experimental variables of enzyme
atalyzed reaction

CL immunoassay depends on both oxidation reaction cat-
lyzed by HRP and the TCPO detection system. CL emission
ntensity is sensitive to a variety of environmental factors such
s solvent, temperature, solution pH and other species present in
he system. Different kinds of buffer solutions with varying pH
alues were tested for the reaction. The maximum CL intensity
ould be obtained in Na2HPO4–citric acid buffer with pH 5.0.
herefore, Na2HPO4–citric acid buffer (pH 5.0) was chosen for
ubsequent experiments (Fig. 2)

Temperature is a very important factor that cannot be
eglected in reaction catalyzed by HRP. The optimum temper-
ture for HRP is 37 ◦C, and the incubation time of HRP and
uorescent substrates was 10 min, increasing of the incubation

ime led to an increasing background, the relative CL intensity
ecreased when incubation time was longer than 10 min.

As fluorescent peroxidase substrates, OPDA concentration
ffected the CL intensity. The effect of the concentration of
PDA on the CL intensity was investigated over the range of
.06–1 mg/ml. It was found (Fig. 3) that CL intensity reached
maximum value when OPDA concentration was 0.5 mg/ml.
herefore, the OPDA concentration of 0.5 mg/ml was chosen

or consequent research work.
In this HRP-catalyzed fluorogenic reaction between H2O2

nd OPDA, the concentration of H2O2 affect the oxidation
eaction, and the effect of the concentration of H2O2 on the
ig. 2. Effect of pH on the CL intensity—OPDA: 0.5 mg/ml; H2O2:
.0 × 10−2 mol/l; HRP: 1.0 × 10−8 g/ml; TCPO: 7.0 × 10−3 mol/l; H2O2:
.5 mol/l; imidazole: 3.0 × 10−3 mol/1.
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ig. 3. Effect of concentration of OPDA on the CL intensity—H2O2:
.0 × 10−2 mol/l; HRP: 1.0 × 10−8 g/ml; TCPO: 7.0 × 10−3mol/l; H2O2:
.5 mol/l; imidazole: 3.0 × 10−3 mol/l.

.2. Optimization of the CL reaction conditions

As expected, the intensity of the PO–CL emission peak was
ound to be proportional to the initial concentration of the reac-
ants. It is known that CL intensity increases with the increase
n TCPO and H2O2 concentration. However, increasing of the
oncentration led to an increasing background, the relative CL
ntensity decreased. In this paper, the effect of the concentra-
ion of TCPO on the CL intensity was investigated over the
ange of 1.5 × 10−4 to 8.0 × 10−3 mol/l. Experimental results
howed that when TCPO concentration was 7.0 × 10−3 mol/l,
maximum CL signal could be obtained. The effect of H2O2

oncentration on the CL intensity was also investigated. It was
ound (Fig. 4) that CL intensity reached a maximum value when

2O2 concentration was 0.5 mol l−1 In the presence of imi-
azole (5.0 × 10−3 mol/l), the light intensity is much higher
han that in the absence of the base. The observed behavior
s clearly indicative of the catalytic effect of imidazole on the

O–CL system studied [22]. However, further addition of imi-
azole revealed a gradual decrease of the CL intensity. This
s most probably due to the quenching effect of the base at
igher concentrations, which begins to decompose the reac-

ig. 4. Effect of concentration of H2O2 on the CL intensity—OPDA: 0.5 mg/ml;
RP: 1.0 × 10−8 g/ml; TCPO: 7.0 × 10−3mol/l; imidazole: 3.0 × 10−3 mol/l.

t
a
e
H

F
1

(2007) 1293–1297

ive intermediate, dioxetanedione, and hence reduces the CL
ight.

The TCPO–H2O2 chemiluminescent reaction in organic sol-
ents has a very high quantum yield; the aqueous solutions
urrently used in oxidation reaction catalyzed by HRP reduce
ramatically the efficiency of this reaction. The volume of
uorescent product (DAPN) used in TCPO–H2O2 chemilumi-
escent reaction was studied. Finally, 5 �l fluorescent products
ere chosen for consequent CL detection. In addition, different
rganic media such as acetone, ethyl acetate, dimethyl phtha-
ate, tert-butyl alcohol, ethanol and acetonitrile were chosen as
olvent of TCPO and H2O2. Experimental results showed that
hen dimethyl phthalate was chosen as solvent, the strongest
L signal could be obtained, however, the CL signal of reagent
lank was high. When acetonitrile was chosen as solvent of
CPO and H2O2, CL signal with biggest S/N (signal to noise

atio) could be obtained, and CL signal could be enhanced by
midazole (5.0 × 10−3 mol/1 in ethanol).

.3. Performance of CL imaging assay for rHu IL-6
easurements

Under the selected conditions, CL response to rHu IL-6 solu-
ion was linear in the concentration range of 4.0–625.0 pg/ml,
nd the detection limit was 0.5 pg/ml, (3σ). The image of
ifferent concentration of rHu IL-6 was shown in Fig. 5.
he regression equation of calibration curve for rHu IL-6
as �ICl = 14.534 [rHu IL-6] + 3518, with a correlation coef-
cient of R2 = 0.9945 (n = 5). The relative standard deviation
R.S.D.) for nine parallel measurements of 78.0 pg/ml was
.3%.

.4. Performance of CL imaging assay for β-HCG
easurements

Under the selected conditions, CL response to �-HCG solu-

ion was linear in the concentration range of 12.5–400.0 mIU/ml,
nd the detection limit was 3 mIU/ml, (3σ). The regression
quation of calibration curve for �-HCG was �ICl = 1.7196[�-
CG] + 78.299, with a correlation coefficient of R2 = 0.9928

ig. 5. RHu IL-6 imaging assay using a 96-well transparent microtiter plate:
–6 represent reagent blank and 4.0–625.0 pg/ml rHu IL-6.
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Table 1
Results of recovery test of rHu IL-6

Sample
no.

Original
(pg/ml)

Added
(pg/ml)

Total
(pg/ml)

Found
(pg/ml)

R.S.D.
(%)a

Recoveries

1 240.0 312.0 552.0 341.2 4.9 109.4
2 0 312.0 312.0 296.5 3.8 95.0
3 69.1 156.0 225.1 142.7 2.7 91.5
4 131.6 78.0 209.6 72.4 3.5 92.8
5 0 78.0 78.0 84.3 4.7 108.1

a R.S.D. represents relative standard deviation (average of three determina-
tions).

Table 2
Results of analysis of �-HCG in urine

Sample no. 1 2 3 4 5

Result of proposed
method
(mIU/ml)a

6080 7380 8926 7589 0

R.S.D (%) 4.3 3.9 3.5 4.7
Result of hospital Pregnant Pregnant Pregnant Pregnant Normal

a Concentration (mIU/ml): average of three determinations.

Table 3
Results of recovery test of �-HCG

Sample
no.

Original
(mIU/ml)

Added
(mIU/ml)

Total
(mIU/ml)

Found
(mIU/ml)

R.S.D.
(%)a

Recoveries
(%)

1 0 25.0 25.0 27.2 3.9 108.8
2 0 50.0 50.0 55.0 4.8 110.0
3 0 100.0 100.0 102.3 3.5 102.3
4 0 100.0 100.0 98.7 4.9 98.7
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a R.S.D. represents relative standard deviation (average of three determina-
ions).

n = 6). The relative standard deviation (R.S.D.) for nine parallel
easurements of 50.0 mIU/ml was 3.9%.

.5. Sample analysis

.5.1. Sample analysis of rHu IL-6
According to the procedure detailed in Section 2.3.2, the pro-

osed method was applied to the determination of rHu IL-6 in
uman serum and the accuracy of the rHu IL-6 was evaluated
y determining the recoveries of rHu IL-6 after adding to fresh
uman serum. The results were shown in Table 1.

.5.2. Sample analysis of β-HCG
According to the procedure detailed in Section 2.3.3, the pro-
osed method was applied to the determination of �-HCG in
omen urine and the experiments results agreed well with those
btained from hospital (Table 2). The concentration of �-HCG
f pregnant women was obvious higher than reference value of

[

[
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ormal women (0–5 mIU/mL), and the accuracy of the �-HCG
as further evaluated by determining the recoveries of �-HCG

fter adding to fresh human serum. The results were shown in
able 3.

. Conclusions

A novel CL immunoassay was presented in this paper, which
as based on the principle of HRP catalyzed oxidation reaction

nd TCPO CL detection system. High emission intensity and
etter specificity were obtained based on this model. It provides
TCPO–H2O2 model for CL imaging assay and implies the

referable use for immunoassay.
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bstract

The biocompatible semiconductor quantum dots (QDs) have unique photophysical properties, which provide important advantages over organic
yes and lanthanide probes in fluorescence labeling applications. In this work, multicolor quantum QD-encoded microspheres have been prepared
ia the layer-by-layer (LbL) assembly approach. Polystyrene microspheres of 3 �m diameter were used as templates for the deposition of different
ized CdTe QDs/polyelectrolyte multilayers via electrostatic interactions. Two kinds of biofuntional multicolor microspheres with two different

ntibodies, anti-human IgG and anti-rabbit IgG were prepared. Human IgG and rabbit IgG can be detected as target antigens in the multiplexed
uoroimmunoassays. Furthermore, a novel microfluidic on-chip device was developed to detect two kinds of antigen-conjugated multicolor
D-encoded microspheres; the microspheres can be distinguished from each other based on their fluorescence signals.
2007 Elsevier B.V. All rights reserved.

eywords: Quantum dots; Fluorescent polystyrene microspheres; Fluoroimmunoassay
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. Introduction

An array of detection probes, which employed for detec-
ion of a large number of analytes simultaneously is needed for
oth public health improvement and biothreat reduction purpose.
lthough fluoroimmunoassays using conventional fluorophores

an be multiplexed to screen for multiple analytes simultane-
usly, multicolor analysis of more than one or two color is often
omplicated by the requirement of an elaborate excitation and
etection scheme and challenging data collection and analysis
1,2]. Problems with organic fluorophores include narrow excita-
ion bands and broad emission spectra, which can make detection
f multiple light emitting probes difficult due to spectral overlap
nd photodegradation [3].

Colloidal semiconductor CdTe quantum dots (QDs) are
anoscale spherical particles that have the potential to overcome

ome of the functional limitations encountered by organic dyes
n fluorescence labeling applications [4]. The luminescent QDs
uorescence emission wavelength can be continuously tuned

∗ Corresponding author. Tel.: +86 431 5168352; fax: +86 431 8499805.
E-mail address: suxg@mail.jlu.edu.cn (X. Su).
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oi:10.1016/j.talanta.2007.01.058
y changing the particle size [5]. With narrow emission spectra,
road excitation bandwidth, different-sized QDs can be excited
imultaneously by a single wavelength. In addition, QDs have a
ood quantum yield and high photochemical stability against
hotobleaching. Although QDs have wider emission spectra
ompared with lanthanides, they are most attractive luminescent
aterials based on their high absorptivities. These features make
Ds have been shown to be ideal for use as spectral labels in mul-

iplexed bioanalysis. Multicolor optical “bar codes” have been
enerated by embedding different sized QDs into microspheres
t precisely controlled ratios [5,6].

On the surfaces of encoded microspheres, capture regents
ave been immobilized in the suspension array [7,8]. Compare to
lanar array which spot antibodies onto a slide, membrane, well
r other planar surface at different location, suspension array
ffers greater flexibility, reduced antibody denaturation occur-
ence and faster reaction kinetics [9]. The high binding capacity
f three-dimensional microspheres makes the suspension array
very sensitive platform for immunoassays [10]. Each 5.5 �m
phere could provide a large surface area that can accommodate
p to 100,000 capture antibodies, the high density of capture
ntibodies ensures maximum antigen binding, and also to avoid
uch problems as target object aggregation or inactivation due
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o the overloading with fluorescent labels [11]. By integrating
olecular recognition with optical coding, each microsphere

ould be considered as “chemical lab” that detects and analyzes
unique sequence or compound in a complex mixture. Multiple
D-encoded microspheres can be potential fluorescent probes

o encode even thousands of genes, proteins, and small-molecule
ompounds. Recently, mesoporous sllica beads or polystyrene
eads doped with multicolor QDs have been used for biologi-
al applications, including DNA detection [5,12], multiplexed
ioassays, [13] and immunoassays of immunoglobulin G (IgG)
14].

Fluorescent microspheres are usually prepared through
ydrophobic mescoporous (silica or polystyrene) microspheres
mbedded with hydrophobic QDs via porosity partitioning
nd entrapment or swelling [5,6], phase transfer or coat-
ng with an amphiphilic polymer are essential and nontrivial
tep for this kind of microspheres to be used as biologi-
al reporters. Although the fluorescent efficiency of the QDs
roduced in high-temperature coordinating solvents (organic
olvents) is usually high, current phase transfer schemes still
equire many experimental steps, and ligand exchange is
ommonly associated with decreased fluorescent efficiency
nd a propensity to aggregate and precipitate in biological
uffer.

In the current work, we employ the layer-by-layer (LbL)
ethod for the construction of biofunctional QD-encoded
icrospheres. The negatively charged CdTe QDs were

eposited in alternation with poly (allylamine hydrochloride)
PAH)/poly (sodium 4-styrensulfonate) (PSS)/PAH polyelec-
rolyte (PE) multilayers on the surface of polystyrene (PS)

icrospheres, followed by an outermost layer of antibod-
es to render the particles biospecific [14,15]. The number
f different-colored QDs layers was adjusted experimentally
o achieve the different multicolor codes. The bioactiv-
ty of QD-encoded microspheres/antibodies was proved by
ntigen–antibody immunoreaction. The immunoassays adopted
sandwich immunoassay format where antigens were cap-

ured by QD-encoded microspheres/antibodies, and recognized
ubsequently by corresponding antibodies. Moreover, a novel
icrofluidic chip system was established to confirm and

dentify the encoded microsohere-based immunoassays in
his study. With the excitation of 488 nm laser, the fluores-
ent emission of the immunocomplexes at 520 nm (FITC),
00 nm (QDsorange) and 650 nm (QDsred) can be detected
ynchronously.

. Experimental

.1. Instrumentation

Fluorescence experiments were performed on a RF-5301 PC
pectrofluorophotometer (Shimadzu Co., Japan). A 1 cm path
ength quartz cuvette was used to measure the fluorescence spec-

rum. A bath ultrasonic cleaner (Autoscience AS 3120, Tianjin,
hina) was used to disperse the spheres. All optical measure-
ents were carried out at room temperature under ambient

onditions.
w
n
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In this experiment, mean fluorescence values are reported
n arbitrary units that are internally consistent within a given
xperiment; however, these units are not absolutely com-
arable between experiments. All samples were prepared
n triplicate and average values at each concentration were
alculated.

.2. Reagents and chemicals

All chemicals used were of analytical reagent grade
ithout further purification. The negatively charged sulfate-

tabilized polystyrene (PS) particles (wt 10%, average diameter
�m), Poly (allylamine hydrochloride) (PAH, Mw = 70,000
mol−1), and poly (sodium 4-styrenesulfonate) (PSS, Mw =
0,000 g mol−1) were also obtained from Sigma–Aldrich and
sed as received. The PAH and PSS deposition solution was pre-
ared to a polymer concentration of 2 mg/mL in 0.2 M sodium
hloride. Rabbit IgG (10 mg), goat-anti-rabbit IgG (1.5 mg/mL),
nd goat-anti-rabbit IgG/FITC conjugate (1.5 mg/mL), human
gG (10 mg), goat-anti-human IgG (1.5 mg/mL) and goat-anti-
uman IgG/FITC conjugate (1.5 mg/mL) were obtained from
eijing Dingguo Biotechnology Ltd., China. Bovine serum
lbumin (BSA, 5 g) was obtained from Genview. Bovine viral
iarrhea virus (BVDV, 2 mg/mL) stocks and FITC labeled pig
nti-BVDV (1.5 mg/mL) were obtained from Changchun Com-
odity Inspection Bureau. Hydroxypropyl methyl cellulose

HPMC) was obtained from Shandong Tairui Chemical Co.
hina. All antigen powders were diluted by 2 mmol/L phos-
hate buffered saline solution (PBS, pH 7.4) to obtain 1 mg/mL
olution and all the solutions were stored at 0–4 ◦C, diluted only
rior to immediate use. The water used in all experiments had a
esistivity higher than 18 M� cm.

.3. Microchip device and detection

The integrated microfluidic chip laser-induced fluorescence
LIF) system contains a laser excitation source (488 nm, 20 mW)
nd four photo-multiplier tubes. For coincidence measurements,
ight-scattering and LIF signals were obtained simultaneously
rom the chip using optical fiber, filtered by 520, 600 and 650 nm
lters to receive corresponding single fluorescent signals. The
ignals were amplified and digitized with the multifunction I/O
ards.

The polydimethyl siloxane (PDMS) chips were obtained
rom Dalian Institute of Chemical Physics, Chinese Academy of
ciences. The channels on the microchip were 100 �m wide and
0 �m deep. Probe region was design at 50 �m down stream of
he focusing chamber. The waste reservoir was grounded. HPMC
1%, v/v) solution was added from the focus reservoirs for reduc-
ng the microspheres adhesion, when sample was continuously
nfused into the focusing chamber.

.4. Preparation of biofunctional fluorescent microspheres
Water-compatible CdTe quantum dots used in our studies
ere synthesized as described in previous papers [16]. The final
anocrystal dispersions are stable in basic aqueous solutions (pH
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QD-encoded microspheres

The immunoreactions between antibodies immobilized on
the functional microspheres and antigens can be confirmed

Fig. 1. Fluorescence emission spectra of QD-encoded PS micro-
spheres: PE3/QDs590 nm multilayer films with the code 10:0 (a);
PE3/QDs590 nm/PE3/QDs650 nm multilayer films with the code 8:3 (b);
PE3/QDs590 nm/(PE3/QDs650 nm)2 multilayer films with the code 6:6 (c);
PE3/QDs590 nm/(PE3/QDs650 nm)3 multilayer films with the code 4:8 (d) and
(PE3/QDs590 nm)2/PE3/QDs650 nm multilayer films with the code 12:3 (e).
448 Q. Ma et al. / Talan

6). A luminescence quantum yield of ∼25% was measured for
he CdTe nanoparticles at room temperature by comparing with
he fluorescence emission of Rhodamine 6G [17]. Stable water-
ompatible 3-mercaptopropyl-capped CdTe QDs (0.3 mmol/L)
ith emission maximum at about 590 and 650 nm were used in

he present experiments.
Fabrication of the biofunctional QD-encoded microspheres

sed the layer-by-layer method. The first step is the deposi-
ion of 200 �L 2 mg/mL PAH and PSS onto the PS spheres
lternately [18]. Then three-layer (PAH/PSS/PAH) polyelec-
rolyte film provides both a smooth and uniform, positively
harged outer surface to facilitate the adsorption of the nega-
ively charged CdTe nanocrystals capped with mercaptopropyl
cid utilizing the electrostatic interaction [19–23]. After each
eposition, the microspheres were washed three times with
00 �L PBS by centrifugation (3000 rpm, 10 min), with soni-
ation (1 min) between each wash step. PE3/different color QDs
ayers were deposited repeatedly by using the above-mentioned
rocedures, thus yielding two kinds of QD-encoded fluorescent
icrospheres.
Then 1 mg/mL goat-anti-rabbit IgG and 1 mg/mL goat-

nti-human IgG were deposited, respectively, to form the
iofunctional multicolor QD-encoded fluorescent microspheres
y electrostatic deposition, and the antibody layer was separated
rom the outermost QDs layer by (PAH/PSS)2. After washed
hree times with 500 �L PBS and blocked by BSA solution,
he two types of biofunctional QD-encoded fluorescent micro-
pheres were stored at 4 ◦C before use.

.5. Sandwich immunoassay on the QD-encoded
icrospheres

The sandwich immunoassay was adopted to test the bioactiv-
ty of biofunctional QD-encoded fluorescent microspheres. The
iofunctional multicolor microspheres and different concentra-
ion antigen solutions were mixed and incubated on a shaker
or 3 h, and then wash steps were carried out twice to remove
he unbound antigens. The QD-encoded microspheres1/goat
nti-rabbit IgG/rabbit IgG and QD-encoded microspheres2/goat
nti-human IgG/human IgG immunocomplexes can be obtained.
hen corresponding FITC-labeled antibodies (goat-anti-rabbit

gG/FITC and goat-anti-human IgG/FITC) with the concentra-
ion of 1 mg/mL were added to the microspheres immunoassay
ystem, respectively. The reaction mixture was incubated with
entle vortex for 3 h and followed by centrifugation (3000 rpm,
0 min). After centrifugation, the microspheres were resus-
ended in PBS buffer for further studies.

To avoid the influence of free IgG (goat-anti-rabbit IgG or
oat-anti-human IgG) in the solution of QDs labeled IgG on
he immunoreaction of rabbit IgG (or human IgG)/goat-anti-
abbit IgG (or goat-anti-human IgG)/fluorescent microspheres
ith QDs labeled IgG, we employed FITC labeled IgG in

he sandwich structure to identify a hit for the IgG. Further-

ore, two QDs and one organic dye in this sandwich structure

an also be excited simultaneously by a single wavelength,
nd the use of organic dye does not affect the multiplexed
ioanalysis.

T
a
(
w
c
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. Results and discussion

.1. The fluorescence spectra of multicolor QD-encoded
icrospheres

Evidence for the formation of PE/CdTe QDs multilayer films
n microspheres was provided by fluorescence spectroscopy.
ig. 1 shows the fluorescence emission spectra of the QDs-
ncoded microspheres. It can be seen that the first deposited
Ds layer (590 nm emission) on the microspheres generated a

uminescence peak. Then PAH/PSS/PAH/QDs (650 nm emis-
ion) layers were assembled for the followed deposition cycle.

ith the number of QDs (650 nm emission) adsorbed layers
ncreasing, the luminescence peak at 650 nm emerged and grew
bviously. The luminescence peak at 590 nm decreased slowly
ue to the deposited PE layers, which weakened the inner QDs
590 nm emission) fluorescence. The red shift in the peak emis-
ion of the CdTe QDs in the multilayer shell was also observed in
ig. 1. This is due to enhancement of directional polarizability of
olecules around, when the carboxyl on the water-compatible
dTe QDs bound with PAH layer. As shown in Fig. 1, PS micro-

pheres can be coated with the nearly code 10:0, 8:3, 6:6, 4:8 as
ell as 12:3 (the relative intensities ratio of fluorescence peaks).
e chose fluorescent PS microspheres with the code 6:6, 4:8

nd 12:3 for the further use.

.2. Immunoreaction on the surface of biofunctional
he inset shows the fluorescence spectra of fluorescent microspheres (code 6:6)
fter immunoreaction (f); no rabbit IgG added (g); the fluorescent microspheres
code 4:8) after immunoreaction (h) and no human IgG added (i). Excitation
avelength is 465 nm. The concentrations of microspheres are 1 �g/mL. The

oncentrations of FITC labeled antibody are 1 mg/mL.
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n this study. For this purpose, antigens of rabbit IgG and
uman IgG were added to the systems of functional fluorescent
iscrospheres with goat-anti-rabbit IgG and goat-anti-human

gG, respectively. Then, FITC-labeled goat-anti-rabbit IgG
nd FITC-labeled goat-anti-human IgG antibodies were added,
espectively. If the immunoreactions between antibodies immo-
ilized on the functional fluorescent microspheres and antigens
ccurred, the FITC-labeled antibodies can be captured by anti-
en which was on the surface of biofunctional QD-encoded
uorescent microspheres. From the inset of Fig. 1, it can be seen

hat the green emitting FITC peak (520 nm) of FITC labeled
oat-anti-rabbit IgG appeared in the fluorescence spectra of
abbit IgG/goat-anti-rabbit IgG/fluorescent microspheres with
he code 6:6 system obviously, and the green emitting FITC
eak of FITC labeled goat-anti-human IgG also appeared in the
uorescence spectra of human IgG/anti-human IgG/fluorescent
icrospheres with the code 4:8 system.
PBS with no antigen was added to the biofunctional QD-

ncoded microspheres as non-specific binding control. After
ncubated with corresponding FITC-labeled antibodies and
ashed, no FITC signal was found in the fluorescence emission

pectra of the biofunctional microspheres with the code 6:6 and

:8 (see Fig. 1). It indicates that the immunoreaction between
D-encoded fluorescent microspheres/antibodies and antigens

eally occurred on the surface of fluorescent microspheres in this
tudy.

m
o
fl
a

ig. 2. (a) Light scattering (Sc) and fluorescence signals of 1 �g/mL fluorescent micr
b) Light scattering (Sc) and fluorescence signals of 1 �g/mL fluorescent microsphere
ystem flowed on the microchip.
(2007) 1446–1452 1449

.3. Detection with the microfluidic on-chip device

Figs. 2 and 3 show typical scatter/fluorescence coincidence
ata when the QD-encoded fluorescent microspheres flowed
hrough the channel of microchip. Each peak in the scatter chan-
el represents a microphere passing through the interrogation
egion. The fluorescent signals can be detected by 520, 600
nd 650 nm channels synchronously. From Fig. 2a, it can be
een that the fluorescent signals of functional fluorescent micro-
pheres (code 6:6) with goat-anti-rabbit IgG can be observed at
00 and 650 nm channel, respectively. But no fluorescent signal
as detected at 520 nm channel. When the system of fluorescent
icrospheres (code 6:6)/goat-anti-rabbit IgG/rabbit IgG/FITC

abeled goat-anti-rabbit IgG flowed on the microchip, the fluo-
escent signal of FITC labeled goat-anti-rabbit IgG at 520 nm can
e detected (see Fig. 2b). It indicates that the FITC labeled goat-
nti-rabbit IgG was captured by the rabbit IgG on the surface of
unctional fluorescent microspheres. It also demonstrates that
he immunoreactions between goat-anti-rabbit IgG and rabbit
gG, rabbit IgG and FITC labeled goat-anti-rabbit IgG occurred
n the surface of the functional fluorescent microspheres.

The same phenomenon can be observed for the functional

icrospheres (code 4:8) with goat-anti-human IgG. When flu-

rescent microspheres (code 4:8) with goat-anti-human IgG
owed on the microchip, the fluorescent signals can be observed
t 600 and 650 nm channel, respectively. But no fluorescent

ospheres (code 6:6) with goat-anti-rabbit IgG system flowed on the microchip.
s (code 6:6)/goat-anti-rabbit IgG/rabbit IgG/FITC labeled goat-anti-rabbit IgG
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F microspheres (code 4:8) with goat-anti-human IgG system flowed on the microchip.
( spheres (code 4:8)/goat-anti-human IgG/human IgG/FITC labeled goat-anti-human
I
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Fig. 4. The fluorescence emission spectra of 1 �g/mL fluorescent microsphere
(code 6:6) in the sandwich assay with a series of different concentration of
rabbit IgG added: (A) 0 ng/mL; (B) 1 ng/mL; (C) 5 ng/mL; (D) 10 ng/mL;
ig. 3. (a) Light scattering (Sc) and fluorescence signals of 1 �g/mL fluorescent
b) Light scattering (Sc) and fluorescence signals of 1 �g/mL fluorescent micro
gG system flowed on the microchip.

ignal was detected at 520 nm channel. When the system of flu-
rescent microspheres (code 4:8)/goat-anti-human IgG/human
gG/FITC labeled goat-anti-human IgG flowed, the fluorescent
ignal of FITC labeled goat anti-human IgG at 520 nm can be
etected (see Fig. 3b). This also confirms the immunoreaction
n the surface of the functional fluorescent microspheres.

.4. Sandwich immunoassay for the detection of rabbit IgG
nd human IgG

In order to detect rabbit IgG and human IgG, differ-
nt concentrations of free rabbit IgG and human IgG were
dded to the biofunctional fluorescent microspheres (code 6:6
nd 4:8) with goat-anti-rabbit IgG and goat-anti-human IgG,
espectively. Fluorescent intensities were measured after the cor-
esponding FITC-labeled goat-anti-rabbit IgG or FITC-labeled
oat-anti-human IgG antibodies were added. Figs. 4 and 5
how the fluorescence emission spectra of the sandwich
mmunoassay. For the system of fluorescent microspheres (code
:6)/goat-anti-rabbit IgG/rabbit IgG/FITC labeled goat-anti-
abbit IgG, it can be seen that the fluorescent intensity of
ITC labeled goat-anti-rabbit IgG at 520 nm increased grad-

ally with the increasing concentration of rabbit IgG added
see Fig. 4), the ratio of the fluorescent intensity at 520 nm
nd encoded microspheres (I520 nm/I609 nm) increases linearly
ith the increasing concentration of rabbit IgG in the range

(E) 20 ng/mL; (F) 50 ng/mL; (G) 100 ng/mL; (H) 500 ng/mL; (I) 1 �g/mL; (J)
2 �g/mL; (K) 10 �g/mL; (L) 20 �g/mL; (M) 50 �g/mL; (N) 100 �g/mL and (O)
200 �g/mL rabbit IgG. The inset shows the linearly relation between concen-
tration of rabbit IgG and fluorescent intensity. The error bars show the standard
deviations obtained from multiple experimental repeats (n = 3).
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Fig. 5. The fluorescence emission spectra of 1 �g/mL fluorescent microsphere
(code 4:8) in the sandwich assay with a series of different concentration of
human IgG added: (A) 0 ng/mL; (B) 1 ng/mL; (C) 5 ng/mL; (D) 10 ng/mL; (E)
50 ng/mL; (F) 100 ng/mL; (G) 500 ng/mL; (H) 1 �g/mL; (I) 10 �g/mL and (J)
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Fig. 6. The fluorescence emission spectra of 1 �g/mL fluorescent microsphere
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00 �g/mL human IgG. The inset shows the linearly relation between concen-
ration of human IgG and fluorescent intensity. The error bars show the standard
eviations obtained from multiple experimental repeats (n = 3).

f 10–2000 ng/mL. The linear regression equation is as fol-
ows: I520 nm/I609 nm = 0.338 + 1.71 × 10−4 CR-IgG (ng/mL), and
he coefficient of correlation is 0.999, the detection limits of this
ssay is 5.8 ng/mL rabbit IgG.

As for the system of fluorescent microspheres (code
:8)/goat-anti-human IgG/human IgG/FITC labeled goat-
nti-human IgG, the fluorescent intensity of FITC labeled
oat-anti-rabbit IgG at 520 nm also increased linearly with
he increasing concentration of human IgG in the range of
–1000 ng/mL (see Fig. 5). The linear regression equation is
s follows: I520 nm/I609 nm = 0.476 + 6.88 × 10−4 CH-IgG (ng/mL)
nd the coefficient of correlation is 0.997, the detection limits
f this assay is 1.5 ng/mL human IgG.

.5. The detection of bovine viral diarrhea virus

Biofunctional QD-encoded fluorescent microspheres (code
2:3) were prepared as described above, with different amounts
f bovine viral diarrhea virus coupled to the microspheres.
VDV-modified microspheres were blocked by BSA and
ashed before detection. Fluorescent intensities were measured

fter the FITC-labeled pig-anti-BVDV was added to the QD-
ncoded fluorescent microspheres solution. Fig. 6 shows the
uorescence emission spectra of the immunoreaction system. It
an be seen that the fluorescent peaks of FITC-labeled pig-anti-
VDV at 520 nm can be observed over a concentration range
f BVDV from 20 to 1000 ng/mL. The fluorescent intensity at
20 nm increases with the increasing concentration of BVDV.

t indicates that the FITC-labeled pig-anti-BVDV was captured
n the surface of the functional fluorescent microspheres. This
esult also suggests that the QD-encoded fluorescent micro-
pheres could be used in fluoroimmunoassays for real sample.
code 12:3) in the fluoroimmunoassay with a series of different concentration
f BVDV added: (A) 20 ng/mL; (B) 40 ng/mL; (C) 60 ng/mL; (D) 100 ng/mL;
E) 200 ng/mL; (F) 400 ng/mL; (G) 600 ng/mL and (H) 1000 ng/mL.

. Conclusions

In the present study, multicolor QD-encoded fluorescent
icrospheres were prepared by deposition of different colors
ater soluble CdTe QDs through layer-by-layer self-assembly.
his method avoids elaborate chemical reactions, and it is easy

o control the QD-loading and microspheres composition. The
dTe QDs used here were prepared in aqueous solution. It can

abels biomolecules such as protein without any post-preparative
reatment. The biofunctional QD-encoded fluorescent micro-
pheres were used to detect different antigens effectively in
uro-immunoassays in this study. In comparison with other
uorescent microsphere-based immunoassays, the use of QDs
rovides a new approach to make probes that fluoresce at differ-
nt wavelengths with a single excitation wavelength. It will be
articularly useful in the development of fluoroimmunoassays
nd immunosensor devices. Thus, the multicolor QD-coded flu-
rescent microspheres can be visualized as a fluorescent label
or sensitive detections using suspension arrays or microinfludic
evices.

cknowledgements

This work was financially supported by the National Natural
cience Foundation of China (No. 20075009, No. 20475020).
he authors thank Prof. Shuming Nie (Wallace H. Coulter
epartment of Biomedical Engineering, Emory University and
eorgia Institute of Technology) for the helpful suggestions.

eferences

[1] E.E. Swartzman, S.J. Miraglia, J. Mellentin-Michelotti, L. Evangelista,

P.M. Yuan, Anal. Biochem. 271 (1999) 143.

[2] D.J. Graves, H.J. Sue, S. Addya, S. Surrey, P. Fortina, Biotechniques 32
(2002) 346.

[3] G.T. Hermanson, Bioconjugate Techniques, Academic Press, London, UK,
1996 (Chapter 8).



1 ta 72

[
[

[

[

[
[

[

[
[

[
[

452 Q. Ma et al. / Talan

[4] E.R. Goldman, E.D. Balighian, H. Mattoussi, M.K. Kuno, J.M. Mauro, P.T.
Tran, G.P. Anderson, J. Am. Chem. Soc. 124 (2002) 6378.

[5] M.Y. Han, X.H. Gao, J.Z. Su, S.M. Nie, Nat. Biotechnol. 19 (2001) 631.
[6] Y.P. Ho, M.C. Kung, S. Yang, T. Wang, Nano Lett. 5 (2005) 1693.
[7] K.L. Kellar, J. Clin. Ligand. Assay 26 (2003) 76.
[8] D.A. Vignali, J. Immunol. Methods 243 (2000) 243.
[9] J.P. Nolan, I.A. Sjlar, Trends Biotechnol. 20 (2002) 9.
10] K.L. Kellar, M.A. Iannone, Exp. Hematol. 30 (2002) 1227.
11] V. Stsiapura, A. Sukhanova, M. Artemyev, M. Pluot, J.H.M. Cohen, A.V.

Baranov, V. Oleinikov, I. Nabiev, Anal. Biochem. 334 (2004) 257.

12] W.J. Parak, D. Gerion, D. Zanchet, A.S. Woerz, T. Pellegrino, C. Micheel,

S.C. Williams, M. Seitz, R.E. Bruehl, Z. Bryant, C. Bustamante, C.R.
Bertozzi, A.P. Alivisatos, Chem. Mater. 14 (2002) 2113.

13] Y.C. Cao, Z.L. Huang, T.C. Liu, H.Q. Wang, X.X. Zhu, Z. Wang, Y.D.
Zhao, M.X. Liu, Q.M. Lu, Anal. Biochem. 35 (2006) 193.

[

[
[

(2007) 1446–1452

14] D.Y. Wang, A.L. Rogach, F. Caruso, Nano Lett. 2 (2002) 857.
15] F. Caruso, K. Niikura, D.N. Furlong, Y. Okahata, Langmuir 13 (1997)

3427.
16] Q. Ma, X.G. Su, X.Y. Wang, Y. Wan, C.L. Wang, B. Yang, Q.H. Jin, Talanta

67 (2005) 1029.
17] J. Georges, N. Arnaud, L. Parise, Appl. Spectrosc. 50 (1996) 1505.
18] A. Bange, H.B. Halsall, W.R. Heineman, Biosens. Bioelectron. 20 (2005)

2488.
19] G. Decher, Science 277 (1997) 1232.
20] F. Caruso, R.A. Caruso, H. Mo¨hwald, Science 282 (1998) 1111.

21] E. Donath, G.B. Sukhorukov, F. Caruso, S.A. Davis, H. Mo¨hwald, Angew.

Chem. 37 (1998) 2201.
22] F. Caruso, Adv. Mater. 13 (2001) 11.
23] F. Caruso, M. Spasova, A. Susha, M. Giersig, R.A. Caruso, Chem. Mater.

13 (2001) 109.



A

m
s
s
s
l
r
s
o
d
u
H
c
m
©

K

1

T
p
f
t
A
a
t
p

0
d

Talanta 72 (2007) 1507–1518

Extraction and speciation of arsenic in plants grown
on arsenic contaminated soils

Kalam A. Mir a, Allison Rutter b,∗, Iris Koch c, Paula Smith c,
Ken J. Reimer c, John S. Poland b

a Department of Chemistry, Queen’s University, Kingston, ON, Canada
b School of Environmental Studies, Queen’s University, Kingston, ON K7L 3N6, Canada
c Environmental Sciences Group (ESG), Royal Military College, Kingston, ON, Canada

Received 18 October 2006; received in revised form 26 January 2007; accepted 28 January 2007
Available online 13 February 2007

bstract

A sequential arsenic extraction method was developed that yielded extraction efficiencies (EE) that were approximately double those using current
ethods for terrestrial plants. The method was applied to plants from two arsenic contaminated sites and showed potential for risk assessment

tudies. In the method, plants were extracted first by 1:1 water–methanol followed by 0.1 M hydrochloric (HCl) acid. Total arsenic in plant and
oil samples collected from contaminated sites was mineralized by acid digestion and detected by inductively coupled plasma-atomic emission
pectrometry (ICP-AES) and hydride generation-atomic absorption spectrometry (HG-AAS). Arsenic speciation was done by high performance
iquid chromatography coupled with HG-AAS (HPLC–HGAAS) and by HPLC coupled with ICP-mass spectrometry (HPLC–ICP-MS). Spike
ecovery experiments with arsenite (As(III)), arsenate (As(V)), methylarsonic acid (MA) and dimethylarsinic acid (DMA) showed stability of the
pecies in the extraction processes. Speciation analysis by X-ray absorption near edge spectroscopy (XANES) demonstrated that no transformation
f As(III) and As(V) occurred due to sample handling. Dilute HCl was efficient in extracting arsenic from plants; however, extraction and
etermination of organic species were difficult in this medium. Sequential extraction with 1:1 water–methanol followed by 0.1 M-HCl was most

seful in extracting and speciating both organic and inorganic arsenic from plants. Trace amounts of MA and DMA in plants could be detected by
PLC–HGAAS aided by the process of separation and preconcentration of the sequential extraction method. Both organic and inorganic arsenic

ompounds could be detected simultaneously in synthetic gastric fluid extracts (GFE) but EEs by this method were lower than those of the sequential
ethod. The developed sequential method was shown to be reliable and applicable to various terrestrial plants for arsenic extraction and speciation.
2007 Elsevier B.V. All rights reserved.

h
t
o
t
b
f
a
m

eywords: Arsenic; Plants; Extraction; Speciation; Sequential extraction

. Introduction

Arsenic has been known to be toxic since ancient times.
his toxicity can make the high levels of arsenic found in
lants growing on many contaminated sites [1,2] problematic
or plant consumers. Many arsenic compounds present in the
errestrial and marine environments have been detected [3,4].
s(III), As(V), methylarsonic acid (MA) and dimethylarsinic
cid (DMA) are the predominant arsenic species found in terres-
rial biota, including plants [2,3]. Chronic exposure to arsenic,
articularly inorganic arsenite (As(III)) and arsenate (As(V)),

∗ Corresponding author. Tel.: +1 613 533 2642; fax: +1 613 533 2897.
E-mail address: ruttera@biology.queensu.ca (A. Rutter).
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as been implicated in many physiological disorders and various
ypes of cancers [5–7]. Since the toxicity of arsenic is dependent
n its chemical form, both speciation and quantitative determina-
ion of arsenic are essential [8–10]. Furthermore, arsenic must
e extracted from solid samples and presented in an aqueous
orm for speciation analysis by the more common methods such
s high performance liquid chromatography (HPLC) with ele-
ent specific detection [3,11]. The extraction of arsenic from

olid matrices is a critical step since high recoveries as well
s species preservation are required [3,11–14]. The diversity of
rsenic and plant species in the environment as well as locations

f sampling only further complicate the situation [15–18].

Solvent extractions aided by physical shaking or sonication
ave been the traditional methods for extracting arsenic from
he solid matrices. A number of extraction methods are based
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n mixtures of methanol and water, a relatively mild extrac-
ant, aimed at maintaining the integrity of arsenic species in
he samples [3]. Despite the popularity of methanol–water as
n extractant for most terrestrial plants, it has a poor extrac-
ion efficiency [12,16–18]. Dilute (0.3 M) phosphoric acid was
ound to be a convenient extractant of arsenic species from ter-
estrial plants [15]. Combinations of acetonitrile–water [13,14]
nd methanol–water–chloroform [10] have been used as well.
xtraction efficiency varies widely depending on matrix and
xtractant.

Pressurized liquid extraction (PLE), also known as acceler-
ted solvent extraction (ASE), is a rapid technique of solvent
xtraction at elevated pressure and temperature. The extrac-
ion efficiencies of PLE varied widely depending on sample

atrix; extraction efficiencies of 80–102% for freeze-dried car-
ots [13], 33% for rice [19] and 30% for fresh plant materials [20]
ere obtained. Modification of sample matrix with chemical

eagents such as acid [14,19] and base [14] for the improvement
f extraction efficiency is another approach that may, however,
ompromise species integrity.

Enzymes such as alpha-amylase for cellulose have also been
sed for the modification of the plant matrices [13,19,21]. Treat-
ent by the cellulase yielded an extraction efficiency of 104%

or freeze-dried apples [13] and 59% for rice samples [19]. The
nzymatic treatment did not improve the extraction efficiency in
eaweed (kelp) [21] and enzymes are generally expensive.

Even if all the arsenic in a sample can be extracted and char-
cterized, the toxicological risk of arsenic to either humans
r ecological receptors is dependent on its bioavailability.
ioaccessibility, the fraction of a dose that is soluble in the
astrointestinal environment [22] is considered to be a good esti-
ate of arsenic bioavailability, since dissolved arsenic is almost

ompletely absorbed into the bloodstream from the gastroin-
estinal tract [23]. Most bioaccessibility methods involve the
xtraction of a matrix (predominantly soils) with synthetic gas-
ric fluid (e.g., diluted HCl at pH 1.5–4.0) at typical solid/liquid

ixtures (e.g., 1:100) and at body temperature (37 ◦C for
umans) for appropriate lengths of time (1 h for gastric phase,
h for small intestinal phase) [24–27]. Bioaccessibility ranges
idely for soils (<1–100%) and may be linked to pH and iron
xide content; ranges are smaller for algae (30–80%) and are
ependent on algal species [27].

Although many individual plant species and foods have been
xtracted using the various methods, there remains a need for
ore effective extraction methods that can be applied to terres-

rial plants [3,28]. The goal of the present work was to develop
ore effective but simple methods for arsenic extraction from

errestrial plants, particularly for plants from sites with high lev-
ls of arsenic contamination. In order to be applicable to risk
ssessment approaches to arsenic impacted sites, these methods
eed to be highly reproducible, rugged, and use instrumenta-
ion that is readily available, and cost effective, in commercial
aboratories. In the present study, various extractants were

ested for arsenic extraction, and a sequential extraction method
ith 1:1 water–methanol and dilute HCl was developed and

pplied to extract and speciate arsenic from terrestrial plant
amples.
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. Experimental section

.1. Reagents and apparatus

All solutions were prepared with distilled deionized water
DDW) (Barnstead, E-pure, 18 M� or Millipore 18 M�).

ethanol was Fisher Scientific pesticide or HPLC grade. ICP-
ES standards were procured from commercial sources. HNO3

nd HCl were ACS reagents from Fisher Scientific. H3PO4,
H3 and HCl used for HPLC–HGAAS experiments were Fluka

nalytical reagents. NaBH4 (BDH analytical reagent) solutions
ere prepared fresh before each analysis. Arsenic standards
ere procured from commercial vendors. Arsenic species stan-
ards were from different sources; As(III) was from arsenic
xide AAS standard (SCP Science and Fluka Chemica), As(V)
as from sodium arsenate (Na2HAsO4·7H2O, Sigma–Aldrich),
MA was monomethylarsonic acid (CH5AsO3, Pfaltz and
auer), DMA was dimethylarsinic acid (cacodylic acid,
2H7AsO2, Fluka Chemica).

The plant samples were weighed in 15 mL extraction tubes
Corning plastic), mixed with solvent by vortexing (Thermolyne

axi Mix II) and sonicated in a Fisher Scientific FS 28
50/60 Hz) sonicator. Solid and liquid phases were separated
y centrifuging at 3000 rpm (IEC/Centra®/MP4 International
quipment Company, USA). The HG-AAS analysis for total
rsenic was carried out with an AA/AE spectrophotometer
Instrumentation Laboratory, Allied Analytical Systems, USA)
quipped with a vapor generation accessory (VGA-76, Var-
an) for hydride generation and separation; atomization was
erformed in an air–acetylene flame. The ICP analyses were
onducted by a simultaneous ICP-AES instrument (VISTA
X CCD, Varian). HPLC–HGAAS experiments were per-

ormed using an anion exchange column (Hamilton PRP-x100
50 mm × 4.6 mm). Mobile phase was 20 mM ammonium phos-
hate buffer at pH 6.0 and flow rate 1.5 mL min−1. Arsines were
etected by a SOLAAR 969 AAS instrument equipped with
P90 vapor generator accessory, an EC90 furnace and quartz
-tube and run using SOLAAR software (Thermo Instruments,
anada). HPLC–ICPMS analyses were performed by connect-

ng the HPLC to a PQ Excell ICPMS. All instrument operating
onditions were given elsewhere [29].

.2. Samples

Plant samples used for the method development were col-
ected from an abandoned gold mining area at Deloro, ON,
anada. The plant samples used to test the developed sequential
xtraction method were from Deloro and from gold mining areas
n Yellowknife, NWT, Canada. Plant samples were hand picked
nd stored for 1–3 days in plastic bags at 4 ◦C until processing.
urface (0–10 cm) soil samples from Deloro were collected in
hirlpaks® and stored at 4 ◦C. Plants were cut to remove roots

rom stems and washed with copious amounts of distilled water

o remove the adhered soil and dust particles. Washed plant and
oil samples were air dried in the laboratory. Dried plants were
round with a laboratory grinder and were stored in plastic bags
n the freezer for up to one year at −20 ◦C to ensure stability
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f the arsenic species. Dried soil samples were homogenized by
ortar and pestle before sampling for analysis.

. Determination of total arsenic

Total arsenic in all plant and soil samples was determined by
cid digestion. Portions of ground plant samples were weighed
ccurately (0.5 ± 0.0001 g) in 30 mL Vycor® glass crucibles
nd ashed in the muffle furnace (Isotemp® Programmable Muf-
e Furnace, Fisher Scientific) using a temperature ramp to
00 ◦C. The ashed plant samples were digested with 4 mL 1:3
NO3/HCl (aqua regia) solution for 4 h on a hot plate under
atch glass covers. After removing the watch glass covers,
–3 drops of 50% H2O2 were added and the volumes reduced
o approximately 2 mL. All samples were then quantitatively
ransferred to graduated glass tubes and volumes were made
p to 12.5 mL with DDW, filtered (Fisherbrand® Quantita-
ive, medium porosity) and analyzed by ICP-AES or HG-AAS
epending on arsenic concentration. All dissolved arsenic in the
alibration standards and sample solutions were reduced to As
III) in the prereduction step using hydroxylamine hydrochlo-
ide (masking agent), potassium iodide and concentrated HCl
o ensure maximum HG-AAS sensitivity. HG-AAS was used
or the low arsenic samples because of its higher sensitivity.
ertified reference plant materials (CRM GBW 07603: Bush
ranches and Leaves and SRM NIST 1575: Pine Needles) were
nalyzed following the above procedure. Dried soil samples
0.5 ± 0.0001 g) were digested with 8 mL aqua regia solution
vernight in graduated digestion tubes heated on an aluminum
lock. Digested residues were made up to 25 mL with DDW and
fter filtration analyzed by ICPAES. The 1:1 water–methanol
xtracts in batches were completely dried at ∼60 ◦C in an oven
o remove solvent and regenerated in distilled-deionized water
DDW) in preparation for total arsenic analysis and speciation.
ll other extracts were analyzed directly by HGAAS, ICPAES
r HPLC–HGAAS.

. Extraction of arsenic from plants

.1. Solvent-sonication extraction

The solvents used to extract arsenic from plant matrices were
ater (DDW), methanol, 1:1 water/methanol, 0.1 M-, 0.05 M-
0.02 M- and 0.01 M-HCl solutions, and 0.1 molar sodium

ydroxide (M-NaOH). Initially, 0.5 g, and after method opti-
ization 0.25 g, of powdered samples were accurately weighed

nto 15 mL extraction tubes and 10 mL of extractant was intro-
uced to the samples. After closing the lids securely, samples
nd extractants were mixed thoroughly by a vortex apparatus
or a minute. The samples were then sonicated for 20 min in the
rst step of extraction. The resulting mixtures were centrifuged
t 3000 rpm for 10 min for all extraction steps. In the subsequent
teps of extraction, undissolved sample matrices that settled at

he bottom of the tube due to centrifugation were redispersed into
he extractant solvent by vortexing and tapping/shaking if nec-
ssary, and were sonicated for 10 min. The supernatant solutions
rom centrifugation from each step were collected in respective

u
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i
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ample vials. Extraction of samples was carried out five times (5
teps) initially, and then three times (3 steps) after method opti-
ization. The extraction solutions were filtered before analysis.
fter the initial trial of the time-consuming roto-evaporation

echnique, the 1:1 water–methanol extracts were dried in batches
n the oven (∼65 ◦C) to remove methanol and regenerated in
maller volume (3–5 mL) of DDW than the extractant volume
30 mL). Spike recoveries were not affected by this process; the
ndividual standard spike results were within ±10% of the intro-
uced concentrations. The drying and regeneration processes
mproved the detection limits of the trace organic species by a
actor of ten.

.2. Solvent-Soxhlet extraction

The powdered samples, 0.5 or 0.25 g portions, were accu-
ately weighed into cellulose thimbles (Fisherbrand® 25 mL)
or Soxhlet extraction. About 70 mL solvent was employed
n 125 mL distillation flasks and heated on electric coils to
chieve four cycles per hour. Water (DDW), methanol and 1:1
ater–methanol were used as solvents for Soxhlet extractions

hat lasted for 6 h for each batch. Exhaustive Soxhlet extraction
as demonstrated by extracting for 2, 4, 6 and 12 h with water

s solvent.

.3. Gastric fluid extraction (GFE)

GFE was carried out using synthetic gastric fluid solution
onsisting 1.25 g L−1 pepsin (Sigma P7000: activity 1:10000)
nd 8.77 g L−1 NaCl. The pH of solution was adjusted to 1.8
ith concentrated HCl [30]. Powdered plant samples were
eighed (0.5 ± 0.0001 g) into 50 mL centrifuge tubes and 20 mL
ortions of gastric fluid were added. The samples were vor-
exed for one minute and then shaken at 250 rpm for 60 min
t 37 ◦C in an incubator shaker (Innova Refrigerated Incubator
haker, Brunswick). The resulting solutions were centrifuged
t 3000 rpm for 10 min and the supernatants were decanted in
00 mL plastic bottles. The extracts were filtered and analyzed
or total arsenic and arsenic species.

. Arsenic speciation analysis (HPLC–HGAAS)

Standards and plant extracts were introduced in a 100 �L
ample loop using 1 mL syringes fitted with the syringe filters
Millipore Milex-HV Hydrophilic PVDF 0.45 �m) and injected
nto the HPLC column. The elution order in retention time was
s(III) < DMA < MA < As(V), as reported in Fig. 3(A). Hydride
eneration was achieved by mixing the eluent from HPLC col-
mn with 1 M-HCl and 1% NaBH4 stabilized in 0.1% NaOH.
PLC chromatograms were generated from AAS data by using
macro in MS Excel. Mixed standards of As(III), As(V), MA

nd DMA were prepared from concentrated stocks in 50, 100,
00 and 500 �g L−1 concentrations by mixing appropriate vol-

mes in DDW. Identification of arsenic species in extracts was
ccomplished by matching the peak retention times of standards
ith those in the sample extracts. The reliable detection lim-

ts (RDL = 2(t-stat)(S.D.)) were determined to be 7, 31, 15 and



1 nta 72

1
s
c
d
(

6

a
a
r
c
o
w
f
a
B
1
S
m
0
d

b
t
c
f
f
t
a
i

a
a
g

7

a
w
N
S
L

p
c
b
w
m
8
m
m
e
e

1
fi
a
a
w
m
c
b
T

8

8
s

D
A
p
h
a
i
o
h
w
t
g
h

m
i
m
u
b
m
S
s
t
s

Fig. 2 illustrates extraction efficiencies for solvent–sonication
extractions using methanol, 1:1 water/methanol, water (DDW),
GFE extractant, and 0.1 M-NaOH and HCl solutions of 0.1 M-,
0.05 M-, 0.02 M- and 0.01 M concentrations. The extraction
510 K.A. Mir et al. / Tala

4 �g L−1 for As(III), As(V), MA and DMA, respectively. The t-
tat is the value (at n − 1 degree of freedom and single-sided 95%
onfidence limit) taken from Student’s t-table and S.D. is stan-
ard deviation of n (8) replicate runs of the lowest concentration
50 �g L−1) of calibration standards.

. Quality assurance and quality control (QA/QC)

The sample preparations and analytical procedures were
ccompanied by blanks and spiked standards. Samples were
nalyzed in two or three independent replicates to ascertain
eproducibility of the analytical results. The number of dupli-
ates and blanks in each analysis ranged from 15% to 25%
f the samples analyzed. Sample and spike concentrations
ere calculated using linear equations (r2 ≥ 0.999) obtained

rom the external calibration curves. The total amounts of
rsenic in a number of reference materials [CRM GBW 07603
ush Branches and Leaves, 1.25 �g g−1 total As; SRM NIST
575 Pine Needles, 0.21 �g g−1 total As; and IAEA-140/TM
eaweed (Fucus sp.), 42.2–46.4 �g g−1 total As] were deter-
ined. The four-point linear calibration range of ICP-AES was

.10–5.0 �g g−1. Except for the concentrations close to the
etection limits, results were within 10% of the certified values.

The results of total arsenic in a number of plants determined
y the ashing and aqua regia digestion method and a concen-
rated HNO3 acid digestion method [31] were compared. The
oncentrations of arsenic of the CRM by the wet method ranged
rom 90% to 100% of the certified results and no significant dif-
erence was found between the results from the two methods; and
herefore the ashing method that removed plant organic materi-
ls by dry ashing was used as it was more convenient to follow
n this lab than the wet HNO3 method.

Mass balance experiments comprising determinations of
rsenic in the extracts and plant residues accounted for the total
rsenic (99–111% recovery) and showed insignificant loss or
ain of arsenic during analyses involving several steps.

. X-Ray absorption near-edge spectroscopy (XANES)

XANES spectra of plant samples containing arsenic levels
bove the XANES detection limit of approximately 10 �g g−1

ere collected at the bending magnet beamline of Pacific
orthwest Consortium Collaborative Access Team (PNC-CAT),
ector 20, at the Advanced Photon Source, Argonne National
aboratory in Illinois [32].

Subsamples were loaded into wells of an aluminum sam-
le holder, and sealed in place using KaptonTM tape. The plate
ontaining the samples was positioned in the path of the X-ray
eam, at a 45◦ angle to both the beam and the detector (the latter
as positioned 90◦ to the beam). A silicon (1 1 1) double-crystal
onochromator (resolution ∼5000 E/dE at 12 keV, detuned to

5% of maximum at 12,100 eV) and a rhodium-coated har-

onic rejection mirror provided X-rays for measurement. The
onochromator was calibrated using the gold L3 absorption

dge (11919.7 eV)) [33] for measurements at the arsenic K-
dge (11,868 eV). Incident X-ray beam size was defined by a

F
m
p
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mm vertical and 4 mm horizontal slit after the mirror. Nitrogen-
lled transmission ionization chambers were present before and
fter the samples for normalization to the incident intensity
nd transmission measurements, respectively. Fluorescence data
ere collected using a solid-state Ge(Li) detector (Canberra
odel GL0055PS) or an argon-filled fluorescence ionization

hamber. Typically, five scans were collected and averaged
efore background-removal and normalization-to-edge-jump.
he WinXAS program [34] was used for processing the spectra.

. Results and discussion

.1. Extraction efficiencies of solvents by Soxhlet and
onication processes

Arsenic concentrations in soil samples collected from the
eloro site ranged from 335 to 100,000 �g g−1. The very high
s concentration was found in the soil of an arsenic tailing
ond near the gold mining and processing area. Plant samples
ad concentrations ranging from 2.3 to 241 �g g−1 (dry weight)
rsenic. Three plants were selected for further extraction exper-
ments because the species were representative of plants grown
n the arsenic contaminated soils at this site and because their
igh concentration would simplify the analysis of arsenic species
ithin the plant. The three Deloro plants were P-1, field horse-

ail (Equisetum arvense, 241 �g g−1 total As), P-3, an alkali
rass (Puccinellia sp., 146 �g g−1 total As) and P-6, variegated
orsetail (Equisetum variegatum, 24.4 �g g−1 total As).

Soxhlet and sonication methods are used in the extraction of
etals from plant matrices [35,36]. Of the two, currently the son-

cation technique has been more commonly employed in toxic
etal extractions [3]. The extraction efficiency (EE) of a partic-

lar solvent is defined as the percentage of total arsenic extracted
y the solvent from a plant sample. Results of extraction experi-
ents for a number of solvents are shown in Figs. 1 and 2 for the
oxhlet and sonication experiments, respectively. Of the three
olvents tested in the 6-h Soxhlet extractions, water extracted
he most arsenic from the plant samples. In contrast, methanol
howed considerably lower extraction efficiencies (Fig. 1).
ig. 1. Extraction efficiencies (EE) of different solvents in solvent-Soxhlet
ethod for three plants are presented. Error bars are ±1 S.D. from three inde-

endent determinations.
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ig. 2. Extraction efficiencies (EE) of different solvents in solvent-sonication
ethod for three plants are shown. Error bars represent ±1 S.D. from three

ndependent determinations.

esults showed that the water-Soxhlet method was more
ffective than water-sonication method. The higher efficiency of
he water-Soxhlet method was likely because the former was an
xhaustive extraction technique carried out at a higher tempera-
ure. The water–methanol solvent has been traditionally used as
n extractant in terrestrial plant studies, particularly for the envi-
onmentally focused studies [20,37]. While water–methanol has
een shown to be effective for biological samples such as lobster
issues [36], the data presented here indicated that other solvents
ere more effective for terrestrial plants.
In another study [14] NaOH solution has been shown to pro-

ide higher EE compared to the other extractants (e.g., acetic
cid, EDTA, tetrabutylammonium hydroxide, acetonitrile/H2O,
nd MeOH/H2O) in the extraction of arsenic from plant materi-
ls. EE’s of 22%, 32% and 36% were obtained from freeze-dried
oplar leaves, pine shoots, and spruce shoots, respectively. In
he present study, 0.1 M-NaOH performed similarly to water
ith EE’s 12%, 56% and 79% for plants P-1, P-3 and P-6,

espectively. In contrast, introduction of 0.1 M-HCl induced a
arked improvement (92%, 104% and 115%) in the EE’s for

he plants (Fig. 2). Concentrated HCl has been used to extract
norganic arsenic from biological samples [38,39] where HCl
elped to solubilize the sample and aided in breaking up the
onds between As(III) and the thiol groups of proteins [13].
ilute HCl solutions have not been used as an extractant for

rsenic from terrestrial plants. However, our data indicated that
t was an effective extractant for arsenic in terrestrial plants.

In a previous study [11], it was observed that the percent
f arsenic extracted was inversely related to the total arsenic
ontent of the plant. A reason for this trend was thought to be
ue to the induced chemical and/or physical bonding of arsenic
o the plant matrix and/or sequestration in vascular plant tis-
ues due to the increased exposure of the plant to arsenic. In
ther studies, it has been demonstrated that both As(III) and
s(V) efficiently induced the biosynthesis of phytochelatins

[�-glutamate-cysteine]n-glycine) synthesized from reduced
lutathione (GSH) in plants and that arsenic–phytochelatin
As–PC) were present in weak acid extracts [40,27,41]. As(III) is
ound to coordinate with the sulphur (S) of thiol groups (SH) of

he PC in various proportions. The cause of higher arsenic extrac-
ion efficiency of dilute HCl may be due to its ability to break up
he As–S bond of the various As–S bond-containing complexes
n plant tissues. Interestingly, much less arsenic was complexed

p
[
t
i
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o phytochelatins in an arsenic hyperaccumulator plant, which
s presumably more tolerant to arsenic [41].

.2. Study of arsenic species spiked on a plant matrix

Given the relationship between arsenic species and toxicity,
t is critical to assess the effect any extraction method has on the
ndividual arsenic species. The arsenic concentrations in these
lants are high and there are no similar terrestrial plant refer-
nce materials with comparable arsenic values. Because there
s no agreement on extraction methods, there are no reference
alues for individual species in any of the available terrestrial
lant reference materials. Marine algae, which have proportions
f carbohydrates, lipids and proteins similar to terrestrial plants,
re available but their speciation is vastly different. The pre-
ominant arsenic species found in terrestrial plants are As(III),
s(V), MA and DMA; therefore, these four compounds were

piked onto a plant matrix in a series of experiments designed
o assess the effect of the solvents and extraction processes on
peciation. Spiking was done with prepared solutions of these
our individual arsenic species and results are shown in Table 1.

Recovery experiments were conducted using a plant matrix
aving comparatively low arsenic concentration (1.8 �g g−1)
nd spiking with the standard arsenic species. The spiked
oncentrations, which ranged from 6.0 to 120 �g g−1, were
etermined on the basis of 0.5 g dry plant sample. Spikes were
xtracted following the same procedures that were used for
he extraction of plant matrices. Soxhlet extractions with water
nd sonication extractions with water, 1:1 water–methanol and
.05 M-HCl as extractants were carried out.

Total concentrations of the inorganic arsenic species, As(III)
nd As(V), were determined by HG-AAS and those of the
rganoarsenic species, DMA and MA, were done by ICP-AES
or the spike-experiments. The spike-speciation experiments
ere performed by HPLC–HGAAS. Results of spike recovery

total arsenic), reported in Table 1, show quantitative recovery of
rsenic species ranging from 90 to 110% for the extraction media
nd methods employed. Overall, the HPLC–HGAAS speciation
ata also showed good total arsenic recovery (sum of species
oncentrations), suggesting that the extraction procedures used
ere mild and did not significantly alter the arsenic speciation.
xidized or reduced forms of the introduced inorganic species
ere not detected in the 1:1 water–methanol sonication and
00% water-sonication extracts.

However, in the 0.05 M-HCl sonication and 100% water-
oxhlet extracts a small amount of interconversion (2.5–5%) of

he inorganic arsenic species was observed. The reduced form
f As(V), that is As(III), was detected in the extracts of 0.05 M
Cl-sonication (Table 1). The source of the arsenite could be the
lant matrix spiked, but since As(III) was not observed in the
ther extracts analyzed, it is likely that in this case the extrac-
ion process caused the reduction of arsenate to arsenite. It has
een shown that under slightly reducing conditions and/or lower

H, As(III) can become more stable mainly as neutral H3AsO3
42]. It appeared that species interconversion occurred also in
he 100% water-Soxhlet extraction where As(V) was detected
n the As(III) spike. Interconversion between As(III) and As(V)
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Table 1
Results of spike recovery experiments

Extraction medium-method Spikes Spiked conc. Recovered spike conc.
(HG-AAS/ICP-AES)

Recovered spike conc. (HPLC–HGAAS)

As(III) As(V) DMA MA

1:1 Water–methanol-sonication As(III) 120 132 ± 6 144 ± 6 nd nd nd
As(V) 120 120 ± 12 nd 132 ± 6 nd nd
DMA 60.0 58.8 ± 3.6 nd nd 56.4 ± 6.6 nd
MA 12.0 11.4 ± 1.2 nd nd nd 14.4 ± 0.6

0.05 M-HCl-sonication As(III) 120 132 ± 6 144 ± 6 nd nd nd
As(V) 120 126 ± 6 7.8 ± 1.8 144 ± 6 nd nd
DMA 12.0 11.7 ± 0.2 nd nd 13.2 ± 0.6 nd
MA 12.0 11.9 ± 0.1 nd nd nd 16.2 ± 0.6

100% Water-sonication As(III) 120 126 ± 6 144 ± 6 nd nd nd
As(V) 120 129 ± 2 nd 132 ± 6 nd nd
DMA 12.0 12.0 ± 0.6 nd nd 12.6 ± 0.6 nd
MA 12.0 12.2 ± 0.2 nd nd nd 16.3 ± 0.2

100% Water-Soxhlet As(III) 120 120 ± 1 137 ± 1 3.6 ± 1.8 nd nd
As(V) 120 120 ± 6 nd 108 ± 6 nd nd
DMA 60.0 52.8 ± 2.4 nd nd 60.0 ± 6.0 nd

0.1
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with the As(III) spike data for water-Soxhlet where some con-
version of As(III) to As(V) was observed. The reducing and/or
stabilizing nature of chloride ion for As(III) was shown by the
presence of As(III) in all HCl media. Both As(III) and As(V)
MA 6.0 6.5 ±

piked and recovered spike concentrations (average ± 1 S.D. from three indep
etected.

n water [43] and the influence of pH and matrix on the stability
f inorganic arsenic species has been demonstrated by spik-
ng the species in wastewater samples [44].The transformation
nd underlying uncertainties in predicting such transformations
f the inorganic arsenic species in aqueous samples have been
iscussed [3].

.3. Speciation of arsenic species in plant extracts

The results of arsenic in the extracts of P-1, P-3 and P-6 by
he various extraction methods have already been discussed (see
igs. 1 and 2). The extracts were analyzed for arsenic species by
PLC–HGAAS, and the concentrations of individual species as
ell as total arsenic concentrations in the extracts are reported

n Table 2. The sums of arsenic concentrations of the species
gree well with the totals determined by ICP-AES. The majority
f arsenic extracted was inorganic arsenite and arsenate. The
rganoarsenic species, MA, was detected in 1:1 water–methanol
xtracts of P-1 (Table 2).

Although the EE of 1:1 water–methanol was low, only the
rganoarsenic species (MA) that was detected in the target
lant P-1 was extracted in this medium. This observation was
mportant since it indicated that small concentrations or trace
rganoarsenic species could be detected in the water–alcohol
edium which suppressed the extraction of inorganic species.
epresentative chromatograms of standard arsenic species along
ith the chromatogram of arsenic in two plant extracts of 1:1
ater–methanol are presented in Fig. 3. In terrestrial plants, the
rganoarsenic species that are usually encountered are MA and
MA [45]. For example, up to 2% MA and DMA were mea-
ured in shoots and roots of Holcus lanatus and Arabidopsis
haliana [46].

In the acid media, concentrations of As(V) predominated over
hose of As(III) in all cases except for plant P-6. For P-6, As(III)

F
s
T
c
p

nd nd nd 7.8 ± 0.6

t determinations) are reported in �g g−1 dry sample. nd indicates species not

redominated over As(V) in all but the 0.1 M-HCl medium. No
s(III) was detected in water-Soxhlet extracts. This may be due

o the oxidizing capability of Soxhlet extraction and is consistent
ig. 3. Representative HPLC–HGAAS chromatograms. (A) Standard arsenic
pecies, (B) 1:1 water–methanol extract of plant YK-11, and (C) DL-129 (see
ables 4 and 5 for plant information). HPLC was performed with anion exchange
olumn (Hamilton PRP-X100 250 mm × 4.6 mm column), 20 mM ammonium
hosphate, pH 6.0 at 1.5 mL min−1.
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Table 2
Speciation of arsenic extracted from plant samples

Extraction method Plant ID Amount of As extracted As by HPLC–HGAASa Sum of species

As(III) As(V)

100% water-sonication P-1 24 ± 2 nd 21 ± 1 21 ± 1
P-3 34 ± 3 nd 29 ± 3 29 ± 3
P-6 18 ± 4 13 ± 1 6.3 ± 0.2 19 ± 1

0.01 M-HCl-sonication P-1 108 ± 2 5.9 ± 1.1 96.1 ± 0.2 102 ± 1
P-3 117 ± 4 11.9 ± 0.9 97 ± 5 109 ± 9
P-6 28 ± 2 16.7 ± 0.1 10 ± 1 27 ± 1

0.02 M-HCl-sonication P-1 184 ± 3 24 ± 14 169 ± 24 193 ± 38
P-3 122 ± 8 36 ± 3 100 ± 21 136 ± 24
P-6 24 ± 1 15 ± 1 12.3 ± 0.2 27 ± 1

0.05 M-HCl-sonication P-1 202 ± 6 15 ± 1 184 ± 6 199 ± 7
P-3 153 ± 6 29 ± 1 114 ± 6 143 ± 7
P-6 29.3 ± 1.3 21.6 ± 0.3 12.5 ± 1.4 34 ± 2

0.1 M-HCl-sonication P-1 223 ± 11 12 ± 1 208 ± 8 220 ± 9
P-3 153 ± 7 31 ± 8 143 ± 8 174 ± 16
P-6 28 ± 1 8 ± 2 27 ± 1 35 ± 3

100% water-Soxhlet P-1 160 ± 7 nd 150 ± 16 150 ± 16
P-3 118 ± 4 nd 100 ± 14 100 ± 14
P-6 26 ± 1 nd 22 ± 4 22 ± 4

1:1 water–methanol-sonication P-1 7.7 ± 1.0 1.7 ± 0.8 5.6 ± 0.4 8.8 ± 1.2b

P-3 10.0 ± 0.5 5.6 ± 1.5 6.5 ± 0.8 12 ± 2
P-6 9.7 ± 0.5 10.8 ± 0.6 2.1 ± 0.3 13 ± 1

Results are average ±1 S.D. from three independent determinations. Concentrations are in �g g−1. nd = not detected.
g g−1

w
i
o
a
w
H
g
E

8

t
a
h
e
c
s
e
T
T
a

1
e
1
p

a
l
t
o
w
d
e
t
c
i

8

i
a
o
c
p
i
t

m

a MA was detected only in the water–methanol extracts of P-1 (1.51 ± 0.04 �
b Sum includes MA concentration. DMA was not detected in any extract.

ere present in 1:1 water–methanol extracts of all plants indicat-
ng the milder nature of the solvent. HPLC–ICPMS speciation
f arsenic in Deloro plants was performed to look for additional
rsenic species, however, only As(III), As(V), MA and DMA
ere detected, confirming the HPLC–HGAAS results. In Fig. 4,
PLC–ICPMS chromatograms of two plants DL-119 (Canada
oldenrod, Solidago Canadensis) and DL-207 (field horsetail,
quisetum arvense) are shown.

.4. Gastric fluid extraction

Extraction efficiencies of synthetic gastric fluid are used
o estimate the bioavailability of arsenic in the human stom-
ch and intestines [47,48]. Gastric fluid extractions, modeling
uman gastrointestinal conditions, have been carried out to
xtract arsenic from plant matrices [11]. GFE extractions are
urrently being used in risk assessments of arsenic contaminated
ites [49]; therefore, it is important to compare the extraction
fficiency of the various extracts used in this study to GFE.
he speciation results of the GFE experiments are presented in
able 3. The EE of GFE was comparable to that of 100% water
s was shown earlier in Fig. 2.

The average (n = 3) amount of MA extracted from P-1 was

.4 ± 0.1 �g g−1 and compared favourably with the amount
xtracted by the 1:1 water–methanol sonication method of
.51 ± 0.04 �g g−1. Thus, the synthetic gastric fluid showed
otential for simultaneous analysis of the organic and inorganic

e
a
a
m

).

rsenic in plant samples. Although GFE extracted significantly
ess arsenic from the terrestrial plants than 0.05 M-HCl did, it had
he advantage of extracting both organic and inorganic arsenic in
ne extraction. Unlike water–methanol extracts where methanol
as removed prior to analysis, GFE extracts were introduced
irectly to the ICP and HPLC column for analysis. Further
xperiments with GFE, however, showed generally low extrac-
ion efficiencies from the various terrestrial plants, suggesting it
ould not be used to characterize the speciation of all the arsenic
n a plant sample.

.5. Sequential extraction of arsenic from plants

Although As(III) and As(V) are known to be the predom-
nant species in terrestrial plants [3,10,20], MA and DMA
re also detected in lower concentrations [3,13,45], and other
rganoarsenic compounds such as arsenobetaine (AB), arseno-
holine (AC), and different arsenosugars have been detected in
lant tissues [3,50]. Therefore, it is important to extract both
norganic and organic arsenicals to obtain a broader picture of
he species in plants.

The present study has revealed that while the water–methanol
ixture can extract organoarsenic species that dilute HCl appar-
ntly cannot, HCl is more efficient in extracting inorganic
rsenic, and therefore, an extraction that includes both is desir-
ble. In addition, the organoarsenic species in general exist in
uch smaller amounts than the inorganic species in the ter-
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Fig. 4. HPLC–ICPMS anion exchange chromatograms of: (A) standard solu-
tion (20 �g L−1), (B) Deloro plant DL-207 (field horsetail, Equisetum arvense)
and (C) DL-119 (Canada goldenrod, Solidago Canadensis). HPLC–ICPMS
c
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i
w
m
(
t

e
t
e
s
v
A
H
H

Fig. 5. HPLC–HGAAS chromatograms of field horsetail (P-1): 1:1
water–methanol extract (A), water extract (B), and 0.1 M-HCl extract (C). Anal-
yses of water extract (B) and acid extract (C) were performed in June (same day);
a
y
t

i
M

1
e
T
u
s
f

8
plants

T
A

S

P
P
P

A

onfirmed MA in DL-207 and DMA in DL-119 previously determined by
PLC–HGAAS.

estrial plants which makes their determination difficult in the
resence of concentrated inorganic species. This was evident
n the case of organoarsenic species MA in field horsetail as
as demonstrated in the chromatograms in Fig. 5. The chro-
atogram of the field horsetail 1:1 water–methanol extract

Fig. 5A) has a prominent peak of organic MA as compared to
he water and 0.1 M-HCl extracts in Fig. 5B and C, respectively.

In the procedures for optimization of the sequential method,
xperiments were conducted to find out if a 1:1 v/v combina-
ion of 0.1 M-HCl and methanol could be used as a potential
xtractant of both inorganic and organic arsenicals. The results
howed that the total arsenic extracted by the experimental sol-
ent was less than 50% of the amount extracted by 0.05 M-HCl.

rsenic speciation by HPLC–HGAAS revealed no MA in the
Cl–methanol extracts of P-1 indicating a suppressing effect of
Cl on the extraction of the organoarsenic compound. Interest- a

able 3
rsenic extracted by GFE

ample ID Total As As extracted by GFE Species in GFE e

As(III)

-1 241 ± 9 29.4 ± 2.4 nd
-3 146 ± 5 31.3 ± 5.1 4.8 ± 0.1
-6 24 ± 1 20.0 ± 0.8 16.5 ± 0.4

rsenic speciation in GFE extracts was done by HPLC–HGAAS. Results are mean ±
nalysis of 1:1 water–methanol extract (A) was performed in August of the same
ear. Difference in the retention time of As(V) in the chromatograms was due
o difference in the HPLC conditions (given in Fig. 3).

ngly, HCl was a component of GFE solvent, which released
A; this contradictory behaviour is unexplained at present.
Consequently, a sequential method in which extraction with

:1 water–methanol followed by 0.1 M-HCl was developed to
xtract both organic and inorganic arsenic from plant matrices.
he extraction by acid prior to water–alcohol was found to be
nfavourable to the extraction or determination of organoarsenic
pecies; therefore, the extraction sequence of water–methanol
ollowed by acid was adopted.

.6. Application of the sequential method to terrestrial
The sequential extraction results of fifteen plant samples from
rsenic contaminated areas in Yellowknife, NWT and nine plant

xtracts Sum of species in GFE

As(V) MA DMA

28.4 ± 0.1 1.4 ± 0.1 nd 29.8 ± 0.2
26.8 ± 0.2 nd nd 31.6 ± 0.3
6.1 ± 1.3 nd nd 22.6 ± 1.7

1 S.D. (�g g−1) from three independent determinations and nd = not detected.
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Table 4
Extraction of arsenic from the Yellowknife (YK) and Deloro (DL) plants by sequential extraction method

Plant ID Latin name Common name Total As in plant
(�g g−1)

As in 1:1 water–MeOH,
(�g g−1)

As in 0.1 M-HCl,
(�g g−1)

EE of 1:1
water–MeOH

EE of sequential
method

YK-1 Agropyron trachycaulum Slender wheat grass 95.2 8.2 20.2 9 30
YK-2 Epilobium angustifolium Fireweed 4.6 1.5 nd 33 33
YK-3 Archtostaphytos uva-ursi Common bearberry 18.5 1.8 4.8 10 36
YK-4 Agropyron trachycaulum Slender wheat grass 8.0 1.5 1.5 19 38
YK-5 Senecio vulgaris Common groundsel shoots 38.5 5.8 20.6 15 69
YK-6 Agrostis scabra Rough hair grass shoots 47.5 24.9 ± 0.8 25.0 ± 0.8 52 ± 2 105 ± 3
YK-7 Picea mariana Black spruce bough/cones 12.6 0.78 ± 0.20 2.8 ± 0.1 6.2 ± 1.5 29 ± 2
YK-8 Hordeum jubatum Foxtail barley 4.4 1.2 nd 27 27
YK-9 Calamagrostis canadensis Blue joint-1 4.0 2.5 nd 63 63
YK-10 Calamagrostis canadensis Bluejoint-2 8.1 3.7 ± 0.2 nd 46 ± 2 46 ± 2
YK-11 Calamagrostis canadensis Bluejoint-3 77.7 3.4 ± 0.4 20.2 ± 1.1 4.4 ± 0.5 30 ± 2
YK-12 Calamagrostis canadensis Bluejoint-4 3.8 1.1 1.3 29 64
YK-13 Calamagrostis canadensis Bluejoint-5 3.0 1.4 1.7 48 105
YK-14 Hordeum jubatum Foxtail barley 0.90 0.80 nd 89 89
YK-15 Epilobium angustifolium Fireweed 2.1 1.1 1.5 52 128
DL-60 Equisetum arvense Field horsetail 24.9 18.5 3.3 74 88
DL-101 Equisetum arvense Field horsetail 410 126 ± 12 222 ± 6 30 85
DL-105 Verbena hastata Blue vervain 8.4 2.5 0.82 30 40
DL-129 Solidago canadensis Canada goldenrod 8.2 1.6 nd 19 19
DL-201 Onoclea sensibilis Sensitive fern 48.4 7.8 11.6 16 40
DL-204 Equisetum arvense Field horsetail 19.4 6.4 13.4 33 102
DL-205 Aster lanceolatus Panicle aster 2.9 0.37 13 nd 13
DL-220 Lythrum salicaria Purple loosestrife 18.7 0.67 3.6 2.9 19
Dl-221 Equisetum arvense Field horsetail 26.3 9.7 10.8 37 78

Results of mean ± average deviation from two independent analyses for a number of plants show reproducibility of analyses and nd = not detected.
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amples from abandoned gold mining areas at Deloro, ON,
anada are reported in Table 4. The total arsenic concentrations
etermined by ICP-AES ranged from 1 to 95 �g g−1 and from 1
o 530 �g g−1 in the Yellowknife and Deloro plants, respectively.

ost of the Yellowknife plants were grass species; the grasses
sually consist of silica-rich hard-tissues and are difficult to pro-
ess [51]. The 1:1 water–methanol extraction of the Yellowknife
lants yielded EEs ranging from 4 to 89% with a median at 29%.
he sequential extraction followed by 0.1 M-HCl extracted more
rsenic from the plants. Had the extractions been carried out only
ith 1:1 water–methanol, the traditional solvent used for plant

rsenic extractions, low extraction efficiency would have been
chieved. From these plants which were mostly grasses, the over-
ll EE from sequential extractions ranged from 27 to 128% with
median at 46% that was almost double of the median EE of 1:1
ater–methanol extractions. The arsenic extraction efficiencies
f Deloro plants obtained using the sequential method ranged
rom 13 to 106% with a median at 70%.

Arsenic in selected plant extracts was speciated by
PLC–HGAAS and the results are reported in Table 5. The

esults showed that most of the arsenic in plants was inorganic.
he overall predominance of As(V) was observed in the extracts
f the plants from both locations. The organoarsenic species
ere detected in the 1:1 water–methanol extracts of the plants;
A in YK-1, YK-4, YK-11, DL-204 and DL-221 and DMA in
L-105, DL-129, DL-205 and DL-220.
The knowledge of chemical and physical states of the

nextracted arsenic in these plants may provide insight into
nderstanding the factors that influence extraction of arsenic
rom the plant matrix. It is generally believed that the low EE is
ue to a number of factors such as the insoluble forms of arsenic,
he chemical and/or physical bonding of As to the plant matrix,
nd the trapping of arsenic compounds inside the plant vascular
issues [20,28]. A number of plant samples were examined by
ANES to better understand the arsenic speciation in the plant

amples.

.7. XANES experiments

The XANES method has been described in Section 7.
ANES spectra were collected for a variety of plant samples

t different stages of preparation including: frozen fresh plants
plants frozen after sampling without drying), dry-ground sam-
les, and dried residues from the sequential extraction of plants.
ANES spectra of three plants are compared to standard arsenic

pecies in Fig. 6. The arsenic species in XANES spectra are gen-
rally identified using the position of the main peak feature in
he spectra (Fig. 6).

A comparison of the X-ray absorption peaks of arsenic
pecies in the arsenic standards and the fresh frozen and dry
round samples of three plants in Fig. 6 revealed no significant
ransformation in the oxidation states of arsenic species from
he fresh frozen to the dry ground plant samples. This demon-

trated, within the sensitivity of the XANES method, the stability
f As(III)/As(V) species in plant samples during handling and
ample preparations. However, within the As(III) oxidation state
As(Glu)3 and As2O3) some shifts, indicative of transformation, Ta
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Fig. 6. XANES spectra of fresh frozen, dry ground and dry residue of sequen-
tial extraction of sensitive fern (SF), field horsetail (FH) and purple loosestrife
(PL). Aqueous standards of arsenic(III)-gluatathione (As(Glu)3 synthesized,
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ee acknowledgement), arsenite (As2O3–Fluka reagent grade) and arsenate
KH2AsO4–Fluka reagent grade) are shown for reference. Extraction details
n Tables 4 and 5.

ere evident particularly in purple loosestrife (PL). A compar-
son of the XANES spectra of dry ground and dry residues of
xtraction of the same plants showed significant shifts in the
eak intensities as well as absorption positions between the cor-
esponding spectra of PL and sensitive fern (SF). It is clear that
he profile of the arsenic species remaining in the PL and SF
esidues of extract are not consistent with that of the original
lants. Further study will be required to come to any conclu-
ions regarding the transformation of arsenic species in plant
atrices due to extraction.

. Conclusions

The traditional method of arsenic extraction by water–
ethanol mixtures from terrestrial plants was augmented by

he sequential extraction with dilute hydrochloric acid. Almost
ouble the amount of arsenic was extracted by the sequential
ethod compared to the traditional method. Arsenic spike recov-

ry experiments demonstrated stability of the species during the
xtraction processes and XANES results showed that no species
As(III)/As(V)) transformation occurred due to sample prepa-
ations (prior to extraction). Trace amounts of organoarsenic
pecies could be detected by HPLC–HGAAS aided by the
rocess of separation and preconcentration: the organoarsenic
pecies were separated from the large inorganic fractions by
xtracting them first in the water–methanol mixture, which was
oncentrated. We demonstrated the applicability of the devel-
ped sequential method to various terrestrial plants for arsenic
peciation.
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bstract

The combination of unfolded-partial least-squares (U-PLS) with a recently proposed separate procedure, known as residual trilinearization
RTL), has been successfully employed for four-way data calibration. The chemometric method employs the evolution of excitation–emission
atrices (EEMs) with time, for the resolution of folic acid–methotrexate mixtures, in human serum samples. The fluorogenic products monitored

orrespond to the oxidation of the studied analytes with potassium permanganate, in slightly acidic medium. The reaction is developed in 7 min and
ollowed using a fast-scanning spectrofluorimeter, capable of recording each complete EEM in 12 s. This allows the acquisition of 10 successive

EMs, at different reaction times, during the development of the oxidation reaction, given rise to the four-way data set employed. The procedure,
hich had been previously reported for urine determination, is extended to serum analysis in this work. The combination of U-PLS/RTL is providing

nhanced predictive results in comparison with standard methods as PARAFAC and N-PLS, in the presence of human serum, where significant
nexpected components and or inner filter effects may occur.

2007 Elsevier B.V. All rights reserved.
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. Introduction

Methotrexate (MTX, 2,4-diamine-N,10-methylpteroyl glu-
amic acid) is a drug included into the antineoplastic and
ntirheumatic therapeutic categories. It belongs to the antifolates
amily which produced the first striking, although temporary
emission in leukemia and the first cure of a solid tumor, chori-
carcinoma [1–5]. At low doses, it is also used in the treatment
f psoriatic arthritis and rheumatoid arthritis. Although very
ffective, its use potentially may produce serious side effects
ncluding nausea, mouth ulcers, blood problems, liver cirrhosis,

nd hair loss. Prolonged treatment with MTX may also lead to
olic acid deficiency. To reduce the risk of these side effects,
ithout fear of interfering with its efficacy, a daily dose of folic

∗ Corresponding author.
E-mail address: arsenio@unex.es (A. Muñoz de la Peña).
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039-9140/$ – see front matter © 2007 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2007.01.018
olic acid; Methotrexate; Human serum

cid is recommended for those patients taking MTX on a regular
eekly basis.
On the other hand, low levels of folic acid (FA, 4-(2-amino-4-

ydroxypteridin-6-yl)methylamino-benzoyl-l-glutamic acid),
ay play a role in cancer development, particularly cancers of

ervix, lung and colon [2]. It was found that patients who took
olic acid supplements, along with the arthritis drug methotrex-
te, were less likely to have a malfunctioning liver and less side
ffects, than those taking just methotrexate [3–5].

In this context, Baker et al. have designed a nanoparticle
rug that contains folic acid, methotrexate and fluorescein, with
he object of increasing methotrexate antitumor activity and
ecreasing its toxicity, in the first in vivo study of the therapeutic
ffect of targeted drug–dendrimer conjugates [6].
The first studies about spectrofluorimetric methods based
n oxidation of MTX to pteridine carboxylic, using perman-
anate, date from 1969 [7]. This reaction was applied to study
lasma levels in cancer patients [8] and a kinetic method was
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eveloped in our laboratory for its determination in human serum
9].

Its determination by HPLC with fluorimetric detection, also
nvolves derivatization reactions, such as photo-oxidative irra-
iation at 254 nm in presence of hydrogen peroxide [10–13],
xidation with permanganate in slightly acid medium [14,15],
nd oxidative cleavage using hydrogen peroxide in presence of
hosphate buffer [16–18] or cerium (IV) trihydroxyhydroper-
xide [19,20]. Another possibility is the degradation reaction of
TX in acidic solution and the conversion in its degradation

roduct 4-amino-4-deoxy-10-methylpteroic acid [21].
Folic acid itself has little native fluorescence but, by oxi-

ation, it can be turned into a strongly fluorescent compound.
anual fluorimetric methods based on oxidation with perman-

anate [22] and hydrogen peroxide [23] have been reported.
low-injection was also used for the oxidation of folic acid using
lead dioxide solid-phase reactor for on-line oxidation [24], or
y photochemical reaction [25].

There are no reported methods for the simultaneous deter-
ination of both compounds in serum and the analytical
ethods proposed are mainly applied to urine samples. A sim-

le procedure using capillary zone electrophoresis to determine
ethotrexate, folinic acid and folic acid in human urine has been

eveloped [26]. In addition, a chromatographic and densitomet-
ic method for the determination of folic acid as impurity in
ethotrexate has been also proposed [27].
The availability of high-order instrumental data coupled to

ewly chemometric algorithms for data processing, is increas-
ng the regular use of multi-way analysis for solving complex
nalytical problems. Multi-way data posses an interesting prop-
rty: the second-order advantage [28]. This property describes
he analysis in the presence of unexpected components. Second-
rder, i.e., matrix data for a given sample, can be produced
n a variety of ways, among which one of the simpler is an
xcitation–emission fluorescence matrix (EEM). When a sam-
le produces a data matrix (a second-order tensor), such as an
EM, the corresponding set obtained by ‘stacking’ the training
atrices is a three-way array.
On the other hand, four-way arrays can be obtained by

tacking three-way data obtained when the evolution of a
inetic reaction is followed recording EMMs. The latter data
ave scarcely been employed to date for developing ana-
ytical methodologies. The only reported applications are
elated to chlorophylls a and b [29], adrenaline and nor-
drenaline [30], benzo[a]anthracene, benzo[k]fluoranthene and
ibenzo[a,h]anthracene [31], 2,3,7,8-tetrachloro-dibenzo-para-
ioxin [32], methotrexate and leucovorin [33,34], folic acid and
ethotrexate [35] and femvalerate [36].
This kind of data has been usually processed by resort-

ng to the well-known parallel factor analysis (PARAFAC)
ethod [37]. Very recently, the combination of trilinear least-

quares with residual trilinearization (TLLS/RTL) has also been
roposed as a new algorithm for four-way data treatment,

nd shown to be useful for the analysis of complex sam-
les [33,34]. Alternative methodologies based on the use of
atent variables do also exist for processing four-way data, such
s multi-way partial least-squares (N-PLS), and the unfolded

t
a
(
w

nta 72 (2007) 1261–1268

ariant of PLS (U-PLS), both of them lacking the second-
rder advantage [38]. On the other hand, a lately variant,
-PLS coupled to RTL [34], appears to be more suitable

han PARAFAC when analytes present strong overlapping with
he serum signal or inner filter effects occur. This fact has
een already demonstrated for second order data with the
ounterpart U-PLS residual bilinearization (RBL) approach
39,40].

The aim of the present report was to exploit the poten-
iality of U-PLS/RTL, as a multi-way modelling approach,
or the simultaneous quantitation of MTX and FA in a com-
lex biological sample (human serum), when no satisfactory
esults are obtained by application of PARAFAC or N-PLS
odelling. It is interesting to note that this is the first time
here U-PLS/RTL is demonstrated to perform better than

ARAFAC or N-PLS in a real biological problem. To perform
he determination, both analytes were converted into highly
uorescent compounds, by oxidation with potassium perman-
anate, and the time evolution of excitation–emission matrices
EEMs) was recorded in order to apply the third-order calibration
ethod.

. Experimental

.1. Apparatus and software

Fluorescence spectral measurements were performed on a
arian Cary Eclipse fluorescence spectrophotometer, equipped
ith two Czerny–Turner monochromators and a xenon flash

amp, and connected to a PC microcomputer via an IEEE 488
GPIB) serial interface. The Cary Eclipse software was used for
ata acquisition. Fluorescence measurements were recorded in
10 mm quartz cell at 20 ◦C, by use of a thermostatic cell holder
nd a Selecta thermostatic bath.

All calculations were done using MatLab 5.3, using different
outines and graphical interfaces: MVC3, an integrated Mat-
ab toolbox for third-order calibration, developed by Olivieri

33], which allow to perform third-order calibration, with differ-
nt methods, including PARAFAC [37], unfolded-PLS coupled
o residual trilinearization (RTL) [34], N-PLS [38] and TLLS
oupled to RTL [34].

.2. Reagents

All experiments were performed with analytical reagent
rade chemicals. Folic acid and methotrexate were obtained
rom Sigma. Ultra pure water was obtained from a Milli-

system (Waters Millipore). Stock standard solutions of
A and MTX were prepared by dissolving 0.010 g of these
ompounds in 100 mL of alkalinized ultra pure grade water.
xposure to direct sunlight was avoided. Working FA and
TX solutions of different concentrations were prepared by

ilution of stock solutions with ultra pure water. Buffer solu-

ion (pH 3.4, Ct = 0.5 M) was prepared from chloroacetic acid
nd sodium chloroacetate (Panreac). A 4.2 × 10−4 M KMnO4
Panreac) stock solution was also prepared with ultra pure
ater.
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.3. Calibration and test sets

In this work, the method of external calibration was
mployed. For this purpose, a calibration set of 13 samples was
onstructed, using a central composite design combined with a
hree level full factorial design. The levels correspond to val-
es in the range 0–1 mg L−1 for FA and MTX. Reagents were
ixed in the measuring cell, by pipetting an appropriate volume

f FA and MTX solution, add deionised water, if necessary,
o complete1 mL, 1 mL of 0.12 M chloroacetic/chloroacetate
uffer solution and 1 mL of 1.4 × 10−4 M KMnO4 solution.
he instrument was set up as follows: monochromators band
ass ex/em (nm/nm) = 5/10, detector voltage 550 V and 20 ◦C
f temperature.

The time evolution of EEMs of these solutions was then
ecorded, and the obtained data were subjected to four-way anal-
sis, as described later. EEMs were recorded at 6 nm intervals
or excitation, and at 5 nm intervals for emission. The rapid-
canning instrument allows the acquisition of a complete EEM
n 0.2 min at a wavelength scanning speed of 24,000 nm/min. Ten
EMs were obtained at intervals of 0.7 min. It should be noticed

hat, if reaction significantly evolves during spectral acquisition,
he data sample would not be strictly trilinear. In our case, we
id not find this problem to be important.

First, the EEMs were recorded in wide spectral excitation,
rom 200 to 400 nm, and emission ranges, from 350 to 600 nm,
espectively, and show Rayleigh scattering and second har-
onics from the diffraction grating. These wide ranges were

ptimized to avoid the Rayleigh scattering and diffraction grat-
ng harmonics. These latter signals are undesirable because they
re not correlated with the target concentrations of the analytes
tudied. Therefore, for calibration and prediction purposes, the
EMs were subsequently recorded, as a function of time, in sen-
ible restricted excitation, from 260 to 380 nm, and emission,
rom 400 to 510 nm, respectively.

.3.1. Serum samples
Volumes of 100 �L of serum samples (a pool of serum taken

rom healthy individuals, obtained from the Hospital Infanta
ristina, Badajoz, Spain) were centrifuged for 5 min. Then,
0 �L of the supernatant were placed in the quartz cell and spiked
ith concentrations of both analytes, selected a random from

heir corresponding calibration ranges and treated as described
or the calibration set. The level of serum dilution implies that
he present calibration scheme covers concentration ranges up
o 300 mg L−1 for FA and MTX, which are within the serum
evels for MTX and FA treatment [41,42].

.4. Theory

.4.1. U-PLS/RTL
The theory corresponding to the U-PLS algorithm, in com-

ination with residual bilinearization (RBL) was recently

ublished [43]. The U-PLS/RBL model constitutes a second-
rder multivariate calibration method capable of achieving the
econd-order advantage [43–45]. For four-way calibration, U-
LS, combined with residual trilinearization (RTL) constitutes

(

i

nta 72 (2007) 1261–1268 1263

n extension of U-PLS/RBL one further dimension [34] and will
e briefly described in this section. When using four-way data, in
he U-PLS method, the original matrix data is transformed into
ni-dimensional arrays (vectors) by concatenating (unfolding)
he original three-dimensional information, and concentration
nformation is first employed into the calibration step (without
ncluding data for the unknown sample) [46]. The I calibra-
ion third order array X- c,i (size J × K × L, where J, K and L
re the number of channels in each dimension) are vectorized
unfolded) and a usual U-PLS model is calibrated with these data
nd the vector of calibration concentrations y (I × 1, where I is
he number of calibration samples). This provides a set of load-
ngs P and weight loadings W (both of size JKL × A, where A is
he number of latent factors), as well as regression coefficients

(size A × 1). The parameter A can be selected by techniques
uch as leave-one-out cross-validation [47]. If no unsuspected
nterferences occur in the test sample, v can be employed to
stimate the analyte concentration:

u = tT
u v (1)

here tu (size A × 1) is the test sample score, obtained by pro-
ection of the (unfolded) data for the test sample X- u [vec(X- u),
ize (JKL × 1)] onto the space of the A latent factors:

u = (WTP)
−1

WT vec(X- u) (2)

When uncalibrated constituents occur in X- u, then the sample
cores given by Eq. (1) are not suitable for analyte prediction
sing Eq. (2). In this case, the residuals of the U-PLS prediction
tep will be abnormally large in comparison with the typical
nstrumental noise assessed by replicate measurements:

p =
∥∥vec(Ep)

∥∥

(JKL− A)1/2 =

∥∥∥vec(X- u) − P(WTP)
−1

WT vec(X- u)
∥∥∥

(JKL− A)1/2

= ‖vec(X- u − Ptu)‖
(JKL− A)1/2 (3)

here ‖·‖ indicates the Euclidean norm, and JKL − A corre-
ponds to the degree of freedom (number of variables minus
umber of adjustable parameters).

If interferent components occur in the test sample, the sit-
ation can be handled by a separate procedure called residual
rilinearization, based on a Tucker3 decomposition, that models
he interferent effects, as already described [34]. RTL aims at

inimizing the norm of the residual vector eu, computed while
tting the sample data to the sum of the relevant contributions to

he sample signal. For a single interferent the relevant expression
s:

ec(X- u) = Ptu + gint(dint ⊗ cint ⊗ bint) + eu (4)

here bint, cint and dint are normalized profiles in the three modes
or the interference and gint is the first core element obtained for
ucker3 analysis of Ep in the following way:
gint, bint, cint, dint) = Tucker3(E- p) (5)

During this RTL procedure, P is kept constant at the cal-
bration values and tu is varied until ‖eu‖ is minimized. The
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ter predictions. However, this methodology does not exploit the
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inimization can been carried out using either a Gauss–Newton
GN) procedure or an alternating least squares algorithm, in both
ases starting with tu from Eq. (2). Once ‖eu‖ is minimized in
q. (4), the analyte concentrations are provided by Eq. (1), by

ntroducing the final tu vector found by the RTL procedure.
The number of interferents Ni can be assessed by comparing

he final residuals su with the instrumental noise level:

u = ‖eu‖
[JKL− (Nc +Ni)]1/2 (6)

here eu is from Eq. (4) and Nc is the number of calibrated
nalytes. Typically, a plot of su computed for trial number of
omponents will show decreasing values, starting at sp when
he number of components is equal to A (the number of latent
ariables used to described the calibration data), until it stabilizes
t a value compatible with the experimental noise, allowing to
ocate the correct number of components.

.4.2. PARAFAC
The I calibration third order array X- c,i (size J × K × L) can

e joined with the unknown sample array X- u into a four-way
ata array X, whose dimensions are [(Ical + 1) × J × K × L].
n the PARAFAC model, a generic element Xijk of the four-
imensional array X can be written as follows [37]:

ijk =
N∑

n=1

ainbnjcnkdnl + Eijkl (7)

here N is the total number of responsive components, E- ijkl
n element of a residual error array E of the same dimensions
s X, ani, bnj, cnk and dnl are the elements of the column vec-
ors an, bn, cn and dn, which are the relative concentration
(I + 1) × 1], emission (J × 1), excitation (K × 1) and time chan-
el (L × 1) profiles for component n, respectively. The column
ectors an, bn, cn and dn are collected into the four loading matri-
es A–D (bn, cn and dn are usually normalized to unit length).
ecomposition of the four-way array provides the profiles B–D,

orresponding to the emission and excitation wavelengths, the
ime channel, and the relative concentrations (A) of individual
omponents in the (I + 1) mixtures, whether they are chemically
nown or not, comprising the basis of the so-called second-order
dvantage.

To estimate the number of responsive components (N), the
onsideration of the PARAFAC internal parameter known as
ore consistency [48] is a useful technique. The parameter
nown as Concordia (%) is obtained through the following equa-
ion:

(%) = 100% ×
(

1 −
∑N
d=1
∑N
e=1
∑N
f=1(gdef − tdef )2

∑N
d=1
∑N
e=1
∑N
f=1t

2
def

)

(8)

here gdef and tdef are the elements of the calculated core and
f the intrinsic super-diagonal core, respectively, and N is the

umber of components of the model, defined by dimensions
d × e × f). If they are equal, the core consistency is perfect and
as a value of unity (100%). The appropriate number of com-
onents is accessed by the model with the highest number of

s
o
s
w
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omponents and a valid value of core consistency diagnostic
est.

In the present case, the number of components is equal to the
umber of different species in the sample. For binary mixture
tandards, this number is 2, while for serum samples spiked
ith the analytes this number reaches 3 or 4 on account of

he presence of the two analytes plus the background signal
riginated by serum components (presence of unexpected com-
onents).

Identification of the chemical constituent under investiga-
ion is done with the aid of the profiles B–D, as extracted by
ARAFAC, and comparing them with those for a standard solu-
ion of the analyte of interest. On the other hand, absolute analyte
oncentrations are obtained after proper calibration, since only
elative values (A) are provided by decomposing the three-way
ata array. Experimentally, this is done by using the information
or the set of standards of known composition. The calibration
rocedure involves decomposing an array formed by joining the
atrices for the I training samples with that for the unknown.
esorting to Eq. (7), once the component profiles have been
btained, the scores for the standard samples associated with a
articular component are linearly related to the nominal concen-
rations of the analyte:

an1|an2|· · ·|an1] = kPARAFACy (9)

here n identifies a PARAFAC component, and y is an I × 1
ector holding the nominal analyte concentrations in the I cali-
ration standards. It should be noticed that employment of this
oined calibration mode implies that the array decomposition
hould be repeated for each newly analyzed sample.

.4.3. N-PLS
Multiway regression methods such as N-PLS extend the

raditional PLS algorithm to higher orders, using the multidi-
ensional structure of the data for model building and prediction

38]. In the case of four-way data, the model is given by the
ollowing equation:

ijkl =
F∑

f=1

tifw
J
jfw

K
kfw

L
lf + eijkl (10)

here xijkl is the fluorescence intensity measured for sample
at emission wavelength j and excitation wavelength k and

ime l. The scalar F is the number of components, ttf is an
lement of the score matrix T, wJjf , wKkf and wKlf are ele-
ents of three W loading matrices, and eijkl is a residue not
tted by the model. The model finds the scores yielding max-

mum covariance with analyte concentrations as the dependent
ariable, in a four-dimensional sense. The advantage of using
-PLS is a stabilization of the decomposition involved in Eq.

10), which potentially gives increased interpretability and bet-
econd-order advantage, and in principle, it should lead to results
f a lower quality as compared to PARAFAC or U-PLS/RTL in
amples of complex composition like the analyzed in the present
ork.
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.4.4. Figures of merit
Figures of merit are analytical parameters used for the com-

arison of methods. In order to calculate the sensitivity, Eq. (11)
as applied to a similar case than the one studied herein [33]:

EN = k{[[(BTB) ∗ (CTC) ∗ (DTD)]
−1

]nn}
−1/2

(11)

here “∗” is the element-wise product operator and k is an
ppropriate scaling actor. In PARAFAC, k is identified with
he proportionality constant between scores and concentrations
Eq. (9)), while in U-PLS/RBL it can be obtained by regress-
ng the gint values (Eq. (4)) against y. Note that when serum is
ncluded in the samples, B–D include interference profiles and
ence a decrease in sensitivity is expected. When the second-
rder advantage is achieved, Eq. (11) implies a SEN value that is
ample-specific and that cannot be defined for the multivariate
ethod as a whole. We thus report average values for a set of

epresentative samples.
On the other hand, the LOD can be estimated using the

xpression [33]:

OD = 3.3sr
SEN

(12)

here sr is the instrumental noise level and the appropriate SEN
alue is employed. Eq. (12) does not account for calibration
ncertainties, and hence, it generally provides overoptimistic
alues. In the case of serum samples, because the value of SEN
s given as an average value over a test sample set, LOD is also
eported as an average figure.

. Results and discussion

.1. Fluorimetric kinetics study of the analytes

FA and MTX are weakly fluorescent compounds but their
xidation, in presence of potassium permanganate, generated
wo products which are strongly fluorescent. The instrumen-
al and experimental parameters of the corresponding oxidation
eactions were already studied and optimized, in order to
btain the appropriate kinetics and fluorescence properties of
he products originated. Wittle et al. [49] described how per-

anganate oxidation of folic acid gives rise to two main
ragments, a strongly fluorescent substance identified as 2-
mino-4-hydroxy-pteridine-6-carboxylic acid and a second,
on-pteridine component. The excitation and emission spectra
f the oxidation products, in presence of potassium perman-
anate, obtained at 7 min of reaction time, show maxima at 350
nd 336 nm, for excitation and at 446 and 469 nm, for emission,
or FA and MTX, respectively [35]. A strong overlap between
heir fluorescence spectra can be noted.

As already stated, the determination of mixtures of FA and
TX in urine samples has been previously proposed [35]. First-,

econd- and third-order methods were investigated and, owing

o the complexity of the problem to be solved, third-order cali-
ration was necessary to resolve the mixture. The four-way data
sed were obtained by recording the evolution with the time of
EM fluorescence measurements, and four-way parallel factor
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nalysis (PARAFAC) or multi-way partial least squares (N-PLS)
hemometric calibration.

The proposed method of determination, of mixtures
f FA and MTX, was performed at pH 3.4, using a
.04 mol L−1 chloroacetic/sodium chloroacetate buffer solution,
nd KMnO4 1.4 × 10−4 mol L−1, at 20 ◦C [35].

The four-way data used were obtained by recording the evo-
ution with the time of EEM fluorescence measurements, and
our-way parallel factor analysis (PARAFAC) and multi-way
artial least squares (N-PLS) chemometric calibration were
pplied satisfactorily, in urine samples. No significant differ-
nces were found using the two approaches in this particular
ase.

It is necessary to remark that, in Ref. [35], the proposed
ethod was applied to urine samples and, in this manuscript, the
ethod was applied to serum samples. As serum background is
ore complex than urine background and significant unexpected

omponents and or inner filter effects may occur, PARAFAC and
-PLS fail in given adequate prediction results. This is different

o the case of urine samples, where the above mentioned meth-
ds work properly. This was the reason of investigating in this
ork a new approach, U-PLS in combination with RTL that has
emonstrated its utility in similar situations [39,40].

.2. Third-order calibration methods

Fig. 1 shows the four-way data array structure used in this
ork, following the time evolution of the EEM of one of the cal-

bration mixtures, in the presence of potassium permanganate.
t can be appreciated that the fluorescence intensity of the ana-
ytes increases considerably as a function of reaction time. This
rovided sensitivity for the determination which is significantly
arger than that achieved in the absence of oxidant.

Taking into account the results previously found, we should
se the four-way data, following the evolution with time of
he EEM of binary mixtures of MTX and FA, for the determi-
ation of the analytes in serum samples. The ranges selected
ere 420–505 nm for emission, 266–374 nm for excitation

nd 0–5 min for time, for FA and, 455–510 nm for emission,
02–362 nm for excitation and 0–5 min for time, for MTX. The
nvestigated calibration methods were N-PLS, PARAFAC and
-PLS/RTL, a new methodology, recently proposed [34], which

pplications are practically unexplored.
Fig. 2 shows the experimental design composed of 13 cal-

bration samples, using a central composite design combined
ith a three level full factorial design, used to generate the data

rray. The serum samples test set was generated using a random
esign, i.e., selecting the target concentrations of both analytes
t random from the calibration range of each analyte (see Table 1
or details on the composition of these samples).

The number of latent variables was established in N-PLS by
esorting to the well-known cross-validation leave-one-sample-
ut procedure, according to the criterion of Haaland and Thomas

47]. The optimum number of factors was estimated by cal-
ulating the ratios F(A) = PRESS (A < A*)/PRESS (A) (where
RESS =

∑
(Ci,act − Ci,pred)2, A is a trial number of factors and

* corresponds to the minimum PRESS) and selecting the num-
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ig. 1. Excitation–emission matrices (EEMs) for an aqueous solution (pH 3
ermanganate oxidation. Time selected for illustrating the kinetic evolution of t

er of factors leading to a probability of less than 75% that F > 1.

his analysis led to the conclusion that the later number was 2 for
oth calibration models corresponding to each analyte. On the
ther hand, the core consistency analysis (see above) was applied
or selecting the number of spectral components in PARAFAC

ig. 2. Experimental design used in the studies of MTX and FA mixtures. ( )
alibration set and (�) serum test set.
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ntaining 0.5 mg L−1 FA and 0.5 mg L−1 MTX, as a function of the time of
Ms (in min): (a) 0, (b) 2.1, (c) 4.2 and (d) 6.3.

49]. This latter test allowed us to find the optimum number of
actors to be used when predicting the analytes concentration in
oth validation and test samples. Interestingly, for the calibra-
ion set, which was prepared with pure standard mixtures, the
umber of factors was 2, while this number reached 3 or 4 for
hose samples prepared by spiking real serum. This explains that
nexpected components are present in the latter samples. How-
ver, unsatisfactory results were obtained from this complicated
ixture by PARAFAC or N-PLS (relative error of prediction

alues higher than 30%). These results are quite different to
hose obtained when analysing this mixture in synthetic sam-
les (REP = 4–8%), although REP values among 9–23% were
ound in urine samples [35].

Afterwards, U-PLS/RTL was applied in order to evaluate
f an improvement of the results can be obtained respect to
ARAFAC and N-PLS. When U-PLS was applied, two latent
ariables were estimated by means of cross validation [47],
act that agrees well with the number of factors for N-PLS
nalysis. Subsequently, two additional components were nec-
ssary to consider in the RTL procedure when the test set was
nalysed, suggesting two unexpected components in the serum

amples. Fig. 3 shows the variation of prediction residuals (su)
s a function of trial values of the number of interferents (Ni).
he plot shows that when the analysed sample is one corre-
ponding to the test set (sample #2), the necessary number of
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Table 1
Results obtained when applying U-PLS/RTL in the analysis of serum samples

FA MTX

Actual (mg L−1) Predicted (mg L−1) Rec. (%) Actual (mg L−1) Predicted (mg L−1) Rec. (%)

0.51 0.56 110 0.34 0.30 88
0.34 0.33 97 0.34 0.36 106
0.68 0.52 76 0.15 0.18 120
0.00 – – 0.96 1.10 115
0.99 0.86 87 0.00 – –
0.43 0.45 81 0.84 0.88 105
0.68 0.71 104 0.71 0.67 94

Av. Rec.a (%) 93 (13) Av. Rec.a (%) 105 (12)
REPb (%) 12 REPb (%) 11
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complex biological samples, for second order data, in the
cases where matrix interferents and/or inner filter effects occur
[39,40,53].
a Average recovery. Values between parentheses correspond to the standard d
b REP (%): relative error of prediction.

actors for interferences (Ni) reaches 2. As can be seen, this
odel shows a prediction residual comparable to the instrumen-

al noise level (ca. 1.5 fluorescence units). Predictions using the
-PLS/RTL model are collected in Table 1. As regard the figures
f merit for the proposed methodology, LODs were calculated
s average values (see above) for a set of representative sam-
les. The obtained values are the following: FA, 0.014 mg L−1

nd MTX, 0.085 mg L−1. Also, the lineal range was studied and
t was found from 0 to 10 mg L−1 for FA and to 4 mg L−1 for

TX.
In order to get further insight into the accuracy and precision

f the algorithm analysed, nominal versus found concentration
alues were compared by application of the EJCR test. This
pproach based on the bivariate least squares (BLS) calibration
ethod, computes the joint confidence interval for the inter-

ept and the slope [50,51]. The estimated intercept and slope (â

nd b̂, respectively) were compared with their ideal values of
and 1 using the elliptical joint confidence region test [52].

ig. 4 shows the EJCR plots for FA and MTX analysis. As
an be seen, the ellipses contain the theoretical (a = 0 and b = 1)

ig. 3. Plot of the prediction residuals (su) a function of a trial number of
nterferent components (Ni) for serum sample 2, containing 0.34 mg L−1 FA
nd 0.34 mg L−1 MTX concentrations. The noise level in this system is ca. 1.5
uorescence intensity units (–·–·–).

F
a
p
s
t

ons computed for the recoveries of the seven serum samples.

oint, what means that no significant differences were found for
he confidence level proposed (95%). When U-PLS/RTL was
pplied, all predictions are seen to be reasonable for samples of
he complexity of human serum.

The improved analytical results of U-PLS/RTL over the
lassical PARAFAC and N-PLS models could probably be
nderstood considering that U-PLS takes better account of
he analyte-background interactions due to its latent variable
roperties. On the other hand, N-PLS does not resort to the
econd order advantage, as was previously mentioned. Sim-
lar results have been already reported in the analysis of
ig. 4. Plots of the elliptical joint regions (at 95% confidence level), for the slope
nd intercept, of the least squares regression of the FA (—) and MTX (– – –)
lots, of concentrations predicted by the U-PLS/RBL model, in the serum sample
et, as a function of the corresponding nominal values. The black point marks
he theoretical (1, 0) point.
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. Conclusions

Different multi-way calibration methods have been employed
n order to solve methotrexate and folic acid mixtures in a com-
lex biological sample, in which the fluorescence spectra of the
ixture components are highly overlapped. Third-order cali-

ration methods were necessary for the determination of these
nalytes in serum samples and, due to the complexity of the
atrix background, only the U-PLS/RTL method was capable

o resolve the problem, obtaining satisfactory results. The use of
our-way arrays of data exploiting the information contained in
full fluorescence EEM spectrum, in combination with kinetic
ethods, is a promising tool for complex multicomponent anal-

sis. The time-dependent formation of fluorescent products, by
ermanganate oxidation, provides and additional order of selec-
ivity with which to determine the analytes of interest. The
alibration by U-PLS, including additional latent variables in
he model, in combination with RTL, achieving the second-
rder advantage, considerably improved the analytical results,
llowing the folic acid and methotrexate calibration in serum
amples.
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de la Peña, F. Salinas, Talanta 58 (2002) 255–263.
42] S.L. Morgan, J.Y. Lee, G.S. Alarcon, Ann. Int. Med. 124 (1996) 74.
43] A.C. Olivieri, J. Chemom. 19 (2005) 253–265.
44] J. Øhman, P. Geladi, S. Wold, J. Chemom. 4 (1990) 79–90.
45] J. Øhman, P. Geladi, S. Wold, J. Chemom. 4 (1990) 135–146.
46] S. Wold, P. Geladi, K. Esbensen, J. Øhman, J. Chemom. 1 (1987) 41–56.
47] D.M. Haaland, E.V. Thomas, Anal. Chem. 60 (1988) 1193–1202.
48] R. Bro, H.A.L. Kiers, J. Chemom. 17 (2003) 274–286.
49] E.L. Wittle, B.L. O’Dell, J.M. Vandenbelt, J.J. Pfiffner, J. Am. Chem. Soc.

69 (1947) 1786–1792.
50] J. Riu, F.X. Rius, Trends Anal. Chem. 16 (1997) 211–216.

51] F.J. del Rı́o, J. Riu, F.X. Rius, Anal. Chim. Acta 446 (2001) 49–58.
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bstract

In this paper, chemometrics methods were applied to resolve the high performance liquid chromatography (HPLC) fingerprints of complex,
any-component substances to compare samples from a batch from a given manufacturer, or from those of different producers. As an example

f such complex substances, we used a common Chinese traditional medicine, Huoxiang Zhengqi Tincture (HZT) for this research. Twenty-one
amples, each representing a separate HZT production batch from one of three manufacturers were analyzed by HPLC with the aid of a diode
rray detector (DAD). An Agilent Zorbax Eclipse XDB-C18 column with an Agilent Zorbax high pressure reliance cartridge guard-column were
sed. The mobile phase consisted of water (A) and methanol (B) with a gradient program of 25–65% (v/v, B) during 0–30 min, 65–55% (v/v, B)
uring 30–35 min and 55–100% (v/v, B) during 35–60 min (flow rate, 1.0 ml min−1; injection volume, 20 �l; and column temperature-ambient).
he detection wavelength was adjusted for maximum sensitivity at different time periods. A peak area matrix with 21 objects × 14 HPLC variables
as obtained by sampling each chromatogram at 14 common retention times. Similarities were then calculated to discriminate the batch-to-batch

amples and also, a more informative multi-criteria decision making methodology (MCDM), PROMETHEE and GAIA, was applied to obtain
ore information from the chromatograms in order to rank and compare the complex HZT profiles. The results showed that with the MCDM

nalysis, it was possible to match and discriminate correctly the batch samples from the three different manufacturers. Fourier transform infrared

FT-IR) spectra taken from samples from several batches were compared by the common similarity method with the HPLC results. It was found
hat the FT-IR spectra did not discriminate the samples from the different batches.

2007 Published by Elsevier B.V.

eywords: Multi-criteria decision making methods; High performance liquid chromatography; FT-IR; Fingerprinting; Profiling; Complex; Many-component
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ubstances; PROMETHEE and GAIA

. Introduction

Quality assurance (QA) is an integral part of many chemi-
al industries including that of the pharmaceuticals. In general,
any products have a complex composition consisting of sev-

ral active components carefully formulated to specific dosages,
nd delivered in a controlled, benign matrix. However, in many

ases, the composition may be less well defined, and the product
s prepared to a general or traditional recipe. A good example
f such substances is the alternative or traditional medicines,
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E-mail address: ynni@ncu.edu.cn (Y. Ni).
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039-9140/$ – see front matter © 2007 Published by Elsevier B.V.
oi:10.1016/j.talanta.2007.02.003
he application of which is on the increase worldwide [3]. In
ases of such preparations, often the composition of the prod-
ct is so complex that the usual practice of using certified
r accepted marker compounds, e.g. [1,2], is no longer feasi-
le. Herbal mixtures (HM) form the basis of many traditional
edicines, and the common claim with such medicines is that

art of their therapeutic effect arises from a synergistic interac-
ion of the many constituents [4,5]. Apart from the complex
omposition of their ingredients [6], the contents of an HM
ay vary with climate and soil of the area of cultivation as

ell as the age of the plants [7]. In addition, this complex-

ty in composition may be compounded by differences in the
xact nature of raw ingredients and the final processing strategy
8].
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The World Health Organization (WHO) has now accepted the
rofiling or fingerprinting method as a possible alternative for
uality assurance purposes for many complex mixtures includ-
ng HMs [9], and this approach is recommended in the Chinese
harmacopoeia [10] for quality control of raw materials for such
reparations.

In this paper, we explore some profiling approaches with the
se of a well known traditional Chinese medicine (TCM), which
s widely produced, and is subject to a lack of control of the many
ariables referred to above. It is commonly known as the Huox-
ang Zhengqi Tincture (HZT) [10], and is a complex mixture of

ore than ten crude drugs or their extracts.
Central to the fingerprint approach is the collection of infor-

ation from the complex sample such as an HM mixture as a
hole. This typically utilizes results from chromatographic or

pectral responses, which represent such a mixture [11], thereby
ffering an integral characterization of a complex system on a
uantitatively and qualitatively comparative basis [12]. Many
ifferent techniques have been applied for the fingerprinting of
omplex preparations, plant extracts and TCMs. They include
hin-layer chromatography (TLC) [6], high performance liq-
id chromatography (HPLC) [11,13], gas chromatography (GC)
14], high-speed counter-current chromatography (HSCCC)
15], capillary electrophoresis (CE) [16] and nuclear magnetic
esonance (NMR) [17]. Fourier transform infrared (FT-IR) spec-
roscopy has become an important tool for rapid analysis of
omplex samples. The infrared absorbance spectrum can be
egarded as a “fingerprint”, which is characteristic of a com-
lex substance being analyzed [18]. TLC, HPLC, GC and FT-IR
re commonly used instrumental techniques either singly or
ollectively, for obtaining characteristic profiles of complex sub-
tances, and have been recommended for fingerprinting in the
iterature, e.g. [10,19].

Given the complexity and the multivariate nature of the
ngerprinting responses, chemometrics has been utilized for
atching and discrimination of the profiles, e.g. similarity

alculations [20], fingerprint peak identification [21], chro-
atographic signal processing [22], multiple chromatographic
ngerprint generation [23], chromatographic method optimiza-

ion [24] and chemical pattern recognition [19,25].
There is no particular clustering method that is entirely satis-

actory by itself for fingerprinting analysis, and the suggestion
as been made to use such methods in combination, especially
hen large data sets are involved. For example a, two-stage

lustering method was proposed by Punj and Steward [26],
hich combined Ward’s minimum variance method and the
-means method. The main reason for such method combina-

ion was that the Ward’s procedure establishes the number of
lusters in the data set, and this cluster number can be used
or the K-means method calculations as required. It has also
een suggested that integration of the hierarchical method with
on-hierarchical ones can provide better solutions [27]. This
ould involve methods such as principal component analy-
is (PCA), K-means cluster and hierarchical cluster analysis
HCA).

Other available methods obviate the need to combine sim-
ler methods as above. Such methods focus on the decision

m
s
g
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aking approaches ordering or ranking objects according to a
et of multivariate criteria. These procedures are known as the
ulti-criteria decision making methods (MCDM) and include,

or example, SMART, ELECTRE II and PROMETHEE. Their
omparative performance has been studied by Salminen et al.
28], and a broader summary of such methods was made by
okot and Ayoko [29] who pointed out that the object ranking
ethod, PROMETHEE, coupled with a visual display biplot

rom the GAIA procedure, have performed consistently well in
he MCDM comparative studies. In general, the combination of
he two methods has been used sparingly for data analysis. How-
ver, more recently, their potential power has been successfully
emonstrated across many fields of scientific and technolog-
cal applications. Thus, after the initial work of Keller et al.
30], Kokot and Phuong [31] compared the performance of Viet-
amese and Australian brown rice samples on the basis of their
lemental concentrations and physico-chemical properties with
he use of these methods, and Khalil et al. [32] applied them
or the selection of sites for sustainable on-site sewage effluent
isposal as well as for selection of hydrothermal pretreatment
ethods for the destruction of waste sludge [33]; Purcell et al.

34,35] showed that these MCDM methods were particularly
ffective for investigating the performance of sugar cane vari-
ties on the basis of the composition of the epicuticular wax on
he basis GC–MS, and NIR data profiles, respectively. Zhang
t al. [36] have recently demonstrated how PROMETHEE and
AIA methods can be used to compare the quality of pure,

dulterated and rancid vegetable oils. These were rank-ordered
nd directly related to selected marker standards of the oils, the
riteria values of which were included in the data matrix. In
rinciple, other international, national or local reference criteria
alues may be added to this data matrix as required, and the
il samples could be compared against these additional stan-
ards as well. Thus, this latter paper opens the possibility to
xplore the utilization of the PROMETHEE and GAIA meth-
ds for the development of reference profiles for HM and TCM
aterials.
In this work, we researched how HPLC profiling or fin-

erprinting of complex, many-component substances may be
pplied to compare samples from a batch from a given man-
facturer, or from samples from different producers. We used
Chinese traditional medicine, HZT, as an example of such
substance, which has been applied over many, many years.
e particularly investigated how the PROMETHEE II HPLC

esponse modeling could be used for the development of profil-
ng of complex substances and mixtures where the composition
s often too complex and costly to resolve by the well known

ethods of analysis.

. Experimental

.1. Materials and reagents
Twenty-one HZT samples were obtained from three different
anufacturers: (A) samples A1–7, (B) samples B8–15, and (C)

amples C16–21, respectively. Each number identified a single
rab sample from a different batch.
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Table 1
Original data matrix of the HPLC fingerprints of the HZT samples (peak area × 103)

HZT HPLC peaks at consecutive retention time points

1 2 3 4 5 6 7 8 9 10 11 12 13 14

A1 0.878 8.774 8.486 2.587 2.331 3.044 2.845 2.098 1.069 0.717 2.537 1.065 3.713 3.998
A2 0.654 6.972 8.644 3.195 1.997 2.511 2.456 1.972 1.151 1.145 5.907 1.168 3.954 4.507
A3 0.798 8.794 9.872 3.214 2.350 3.166 3.078 2.576 1.996 0.997 4.922 1.251 3.600 1.747
A4 0.503 5.098 7.650 2.680 1.797 2.540 2.606 2.648 1.574 0.725 5.411 1.454 3.355 1.568
A5 0.671 5.262 7.837 2.685 1.845 2.471 2.543 2.216 1.485 0.667 5.561 1.542 3.332 1.550
A6 0.581 6.758 7.337 2.106 2.181 2.491 2.498 1.886 1.370 0.745 6.318 1.295 3.845 4.014
A7 0.504 7.063 6.335 2.250 2.254 2.130 2.056 1.818 0.905 0.520 2.828 1.365 4.297 3.359

B8 0.705 1.866 1.255 1.311 4.187 0.648 0.762 0.790 0.911 0.757 0.194 3.198 1.378 1.063
B9 0.400 0.558 0.804 1.180 1.362 0.090 0.068 0.302 0.578 0.416 0.104 2.900 1.352 1.283
B10 0.331 0.592 0.908 0.682 3.389 0.115 0.105 0.230 0.660 0.358 0.188 2.615 0.881 0.872
B11 0.250 0.211 0.434 0.722 1.977 0.096 0.034 0.229 0.930 0.232 0.064 2.405 0.702 0.921
B12 0.308 0.345 0.540 0.718 3.819 0.078 0.080 0.172 0.549 0.192 0.089 2.176 0.696 1.059
B13 0.235 0.308 0.552 0.757 3.554 0.036 0.097 0.154 0.577 0.090 0.088 2.811 0.981 1.325
B14 0.337 0.863 1.358 0.932 3.126 0.306 0.636 0.581 0.906 0.435 0.167 3.221 0.960 1.031
B15 0.416 0.558 1.047 0.890 4.539 0.215 0.153 0.228 0.717 0.346 0.196 3.200 0.965 1.047

C16 0.488 2.348 7.203 1.193 1.400 3.011 1.474 0.712 0.453 0.675 0.596 0.294 0.091 0.110
C17 1.004 3.132 6.285 0.991 1.482 3.064 2.158 0.885 0.424 0.649 0.623 0.261 0.071 0.238
C18 0.566 1.203 7.274 0.971 1.740 2.762 1.469 0.571 0.426 0.710 0.888 0.341 0.076 1.149
C19 0.652 2.927 6.486 0.468 1.328 2.680 1.456 0.406 0.434 0.698 0.590 0.293 0.087 0.778
C .537
C .535
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samples (Fig. 1) showed significant differences between the
20 0.589 1.794 5.243 2.574 2.146 3.059 2
21 1.236 2.407 7.166 3.712 1.087 2.956 2

HPLC grade methanol (Fuchen Chemical Reagent Factory,
ianjin, China) was the mobile phase, and freshly double dis-

illed water was used throughout the experiments.

.2. Instrumentation and chromatographic procedures

HPLC chromatograph (Agilent 1100 Series HPLC-DAD sys-
em) was equipped with a vacuum degasser, quaternary pump,
utosampler, injector with a 100 �l loop and a DAD detector. An
gilent Zorbax Eclipse XDB-C18 column (4.6 mm × 250 mm,
�m) with an Agilent Zorbax high pressure reliance car-

ridge guard-column (C18, 12.5 mm × 4.6 mm, 5 �m) were
sed. Chromatographic procedures: the mobile phase consisted
f water (A) and methanol (B) with a gradient program of
5–65% (v/v, B) during 0–30 min, 65–55% (v/v, B) during
0–35 min and 55–100% (v/v, B) during 35–60 min. The flow
ate was 1.0 ml min−1, the injection volume was 20 �l and the
olumn was maintained at ambient temperature. The detection
avelength for the different retention time periods was adjusted

o as to obtain maximum sensitivity for all components detected
n a given time period, and the Agilent Chemstation was pro-
rammed to control the DAD detector accordingly: 320 nm,
–5 min; 280 nm, 5–30 min; 320 nm, 30–60 min.

.3. FT-IR spectroscopy

Approximately 2 ml of each liquid HZT sample was placed

n a 10 cm watch glass, and evaporated to dryness under an
nfrared lamp (ca. 2 h). This powder (1–2 mg) was mixed with
Br crystals (IR grade), finely ground, and pressed into a pellet

rom which a spectrum was collected.

t
a
e
p

0.681 0.203 0.357 0.526 0.216 0.064 0.193
0.788 0.640 0.396 0.496 0.231 0.067 0.088

FT-IR measurements were carried out at room temperature on
Nicolet 5700 FT-IR spectrometer (Thermo Electron Coopera-

ion, USA), a deuterated triglycine sulfate (DTGS) KBr detector
nd a KBr beam splitter. The IR spectra were recorded in the
ange of 400–4000 cm−1 with a resolution of 4 cm−1 and 32
cans.

.4. Samples and data analysis

For HPLC analysis, each HZT sample-solution was filtered
hrough a 0.45 �m membrane filter, and its chromatogram was
btained according to the experimental conditions (Section
.2.) Every HPLC run was sampled at 14 common retention
imes based on the presence of clearly discernible peaks and
eak areas were computed accordingly. The corresponding 21
bjects (HPLC fingerprints) × 14 variables (HPLC peaks) of
he HZT matrix (Table 1) were submitted for data processing
ith the use of: (i) the similarity evaluation system software

or chromatographic fingerprinting of TCM (Chinese Pharma-
opoeia Committee, 2004A) [37], and (ii) PROMETHEE and
AIA procedures (Decision Lab 2000 (Visual Decision 2000))

38].

. Results and discussion

The HPLC chromatographic fingerprints of the 21 HZT
hree manufacturers, but the samples from different batches of
given manufacturer were qualitatively similar. It is appar-

nt that sample origin is an important variable for the HZT
roduct.
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for the calculation of the ranking indices of objects in a matrix
are set out below. Detailed discussion and applications may be
found elsewhere [29,30].

Table 2
Results of similarity method calculations

Sample no.
(origin)

Comparison of chromatographic fingerprints

Manufacturer
A

Manufacturer
B

Manufacturer
C

Common
pattern

A1 0.9781 0.5199 0.8527 0.9559
A2 0.9927 0.5103 0.8205 0.9525
A3 0.9907 0.4917 0.8754 0.9634
A4 0.9851 0.5096 0.8489 0.9564
A5 0.9863 0.5115 0.8514 0.9583
A6 0.9889 0.5183 0.7858 0.9417
A7 0.9824 0.5676 0.7972 0.9529

B8 0.6340 0.9754 0.5270 0.7623
B9 0.5600 0.9167 0.3979 0.6659
B10 0.5037 0.9958 0.4191 0.6578
B11 0.4480 0.9766 0.3350 0.5951
B12 0.4204 0.9743 0.3482 0.5823
B13 0.4271 0.9879 0.3254 0.5826
B14 0.5914 0.9886 0.5105 0.7353
B15 0.4681 0.9900 0.4031 0.6306

C16 0.8285 0.3937 0.9938 0.8804
C17 0.8604 0.4119 0.9895 0.9022
Fig. 1. Chromatographic fingerprints of HZT sampl

.1. Similarity calculations

A simple similarity calculation [37] may be performed with
he use of the Euclidean distance and correlation coefficient (or
he cosine value of original data) [24]. In this work, the cosine
alue method was applied:

os αij =
∑p
k=1xikxjk√

(∑p
k=1x

2
ik

) (∑p
k=1x

2
jk

) (1)

here xik and xjk represent the area of the kth peak of the two
hromatographic fingerprints, i and j, and p is the number of
eaks. The cosine value lies in the range of 0 < cosαij ≤ 1. The
arger its value, the higher is the similarity between the two
ngerprints. When cosαij equals 1, they are identical.

The mean of all the available peaks for the seven HZT
amples (manufacturer A) was defined as the data vector of
he standard chromatographic fingerprint, and the other HZT
amples compared against it. The standard chromatographic fin-
erprints for the products from manufacturers B and C were
stablished in the same way, and comparisons made. In addi-
ion, similarities for all of the 21 HZT samples were calculated
Table 2). An example of a histogram, which indicates the
imilarities and differences between samples, is shown with
eference to manufacturer A (Fig. 2). In general, the sam-
les from manufacturer A had high similarity values (>0.94),
hile those from manufacturers B and C (<0.9) were somewhat

ower. Similar conclusions were reached for histograms based
n the HPLC fingerprints of samples from manufacturers B
nd C.

.2. MCDM: PROMETHEE and GAIA analysis
PROMETHEE, is a non-parametric object-ranking method,
nd is normally complemented by a PCA biplot method, GAIA.
he PROMETHEE procedure requires each matrix variable or

C
C
C
C

m manufacturers A (1–7), B (8–15) and C (16–21).

riterion, to be modeled independently: (i) select the preferred
rder of ranking of objects on each variable—either top-down or
ottom-up (referred to as maximize or minimize, respectively);
ii) define a preference function, P(a, b) for each variable, which
hen allows the order of each object on a given variable to be
efined by a computed preference index; (iii) set a weighting for
he variable (default set to 1).

A summary of the main steps in the PROMETHEE algorithm
18 0.8094 0.4338 0.9784 0.8740
19 0.8583 0.4087 0.9828 0.8982
20 0.8110 0.4788 0.9719 0.8836
21 0.8158 0.3909 0.9741 0.8664
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ig. 2. Similarity histogram using the reference generated by chromatograms
f samples (A1–A7) from manufacturer A.

Step 1: The raw data matrix is converted into a difference,
d, matrix by subtracting the entries in each column from one
another in all possible combinations.
Step 2: The selected preference function, P(a, b), for each
variable is applied to determine how much each object is pre-
ferred to another. In the Decision Lab 2000 (Visual Decision
2000) [38] software, there are six different preference func-
tions available, and on the basis of the selected preference
function a preference index, �(a, b), is calculated for each
object Eq. (2):

π(a, b) =
k∑

j=1

wjPj(a, b) (2)

where wj is the weight for each criterion.
Step 3: An overall index, Π, is calculated for each object in
order to compare them.
Step 4: Positive and negative outranking flows, ϕ+and ϕ−, are
then calculated Eqs. (3) and (4). The former reflects how an
object outranks all others, while the latter indicates how other
objects outrank a particular one:

ϕ+(a) = 1

n− 1

∑

bεA

π(a, b) (3)

ϕ−(a) = 1

n− 1

∑

bεA

π(b, a) (4)

Step 5: A partial preorder can be computed to demonstrate
alternative objects, on the basis of the ϕ+and ϕ− ranking
values, i.e. the PROMETHEE I ranking. This involves the
application of comparative rules [29,30].
(1) a outranks b if: ϕ+(a) >ϕ+(b) and ϕ−(a) <ϕ− or

ϕ+(a) >ϕ+(b) and ϕ−(a) =ϕ−(b) or ϕ+ (a) =ϕ+(b) and

ϕ−(a) <ϕ−(b);

(2) a is indifferent to b if: ϕ+(a) =ϕ+(b) and ϕ−(a) =ϕ−(b);
(3) a cannot be compared to b: in all cases where b does not

outrank a (using rules similar to those in 1).

fi
fi
f

2007) 1533–1539 1537

Step 6: From the partial net flow of each alternative, net out-
ranking flow (ϕ), values (PROMETHEE II) can be calculated
Eq. (5) to give a complete order, i.e. the partial preorder option
is omitted:

ϕ(a) = ϕ+(a) − ϕ−(a) (5)

The complementary GAIA method consists of a PCA biplot,
hich is generated from a matrix formed by the decomposition
f the PROMETHEE II rankings [30]. The biplot is interpreted
s a normal PCA display, and it can provide guidance for the
elative importance of the criteria for the ranking of the objects.

The HPLC fingerprints of the HZT batches from manufactur-
rs A and B (samples A1–A7, and B8–B15, respectively) appear
o be strickingly different (Fig. 1). However, they are tradition-
lly well recognised as typical HZT products. We designated
hese two sets as nominal profile markers for the HZT product,
nd submitted them for ranking by the PROMETHEE method.

Thus, every criterion in the 15 object × 14 criteria data matrix
as set to maximize because for each variable, a higher peak

ntensity indicated a higher presence of the constituent. Since
he samples from the different batches of each manufacturer
ere intended by the manufacturer to be similar, the Gaussian
reference function, P(a, b), was utilized for each peak criterion
nd the computed standard deviation was set as the required
threshold’ value. The weighting for each criterion was set to
. PROMETHEE II net outranking flows (ϕ) were used for the
omparison of objects and decision making.

The A and B sets of batches were clearly distinguished from
ach other with all fingerprints from set A (A1–A7) having neg-
tive net outranking flows, ϕ, and those from the B set (B8–B15)
ositive ones (Fig. 3, Model a). The standard deviation thresh-
lds, ±2s and ±3s bars, for each set indicated that the two data
ub-sets did not overlap on this basis of comparison. If set C
ngerprints were now to be introduced as a test case of HZT
amples, then if they were to fall inside the two profile markers,

and B, this set could be classed as exhibiting acceptable HZT
roperties. If the C set or some of its batch samples were to fall
utside the two profile markers then, it could be established with
he use of the standard deviation estimates (or further statisti-
al processing, as required) whether these apparently different
PLC fingerprints were significantly different or otherwise. The
ser is then able to decide if the fingerprints of the test batch con-
ormed to the broad profile of the HZT mixtures as defined by
he sets A and B.

When the set C (samples C16–C21) of the HPLC fingerprints
f HZT was similarly processed, PROMETHEE II net outrank-
ng flows (ϕ) (Fig. 3, Model b), showed that it overlapped with
et B batch of samples with positive (ϕ) values. Set A batch of
ngerprints (A1–A7) had negative ϕ values, and on the basis of

he ±3s criterion, was separated from the other two sets of HZT
atches. Consequently, in this case the set C HPLC fingerprints
ay be regarded as similar to the two profile markers.

In principle, the two profile markers, sets A and B of HPLC

ngerprints for HZT can now be used as the first notional pro-
le markers for assessing the quality of other HZT mixtures
rom the same or different manufacturers. Provided the sam-
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ling and the analytical methodologies are the same, then the
esulting HPLC fingerprints sampled at the same points may be
dded to the data matrix of set A and B HPLC batches and a
ROMETHE II net outranking flow order obtained. Decision
egarding to similarity or otherwise of the new samples with

espect to these notional profile markers can then be made with
he aid of statistical information discussed previously.

The complementary GAIA PC1 versus PC2 biplot (91%
ata variance described, Fig. 4) showed that the data could

ig. 4. GAIA biplot including the average samples, Aavg–Cavg, from manu-
actures A–C (91% of data variance accounted).

3

d
t
w
t
a
a
a
t
u
a
i

T
S

S

A
A
B

ZT samples from manufacturers A–C against the respective average quality
nd (b) comparison of set C against the nominal threshold sets A and B. 2s and

e quite crisply segregated into three groupings commensurate
ith the spectral batches from manufacturers A–C. Thus, the
lot provides support for the PROMETHEE II results, but as
he molecular origins of the HPLC peaks in the fingerprints are
nknown, the criteria vectors cannot be defined and utilized.

.3. FT-IR analysis

Three representative samples, A1, B8, and C16, were ran-
omly selected from the 21 tested samples corresponding to
he three different manufacturers (A–C) and their FT-IR spectra
ere measured (Fig. 5). It can be seen that the three IR spec-

ra of HZT from different manufactures are almost the same
nd the similarities calculated between each sample (Table 3)
re larger than 0.98. This contrasts clearly with the similarity
nalysis results based on the HPLC responses. Thus, it appears

o be difficult to distinguish the samples from different man-
facturers from their FT-IR fingerprints, and a simple FT-IR
pproach to discriminate between the different HZT samples is
nappropriate.

able 3
imilarities of the selected samples obtained by HPLC and FT-IR

ample pair Similarity

HPLC method FT-IR method

1, B8 0.6414 0.9889
1, C16 0.8337 0.9903
8, C16 0.4907 0.9835
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ig. 5. FT-IR spectra of selected samples from different manufactures: (a) A1,
b) B8, and (c) C16.

. Conclusion

This study focused on the characterization of complex, many-
omponent substances by means HPLC profiling interpreted by
hemometrics. As an example of this approach, a well known,
any-component Chinese traditional medicine, HZT, was cho-

en to demonstrate how HPLC fingerprinting may be interpreted
ith the aid of chemometrics to compare samples from a batch

rom a given manufacturer, or samples from different producers.
Simple similarity models provided some uncomplicated

nformation for such comparisons, but the application of the
ore sophisticated MCDM methods such as PROMETHEE

nd GAIA, allowed for the inclusion of notional thresholds of
ZT profiles on the basis of HPLC measurements. This enabled

elative numerical comparisons of each batch, and each man-
facturer’s profile, with the aid of the net outranking flow, ϕ,
alues. In addition, some statistical analysis with the use of the
values can enhance the quality assurance information on the

roducts. Thus, in principle, the MCDM methods may be applied
or QA comparisons of similar complex product profiles.
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bstract

Naphthalene, biphenyl, acenaphtene, anthracene and pyrene were extracted from water samples using inner walls of polytetrafluoroethylene

apillary. Optimum conditions for sorption, desorption and heart-cutting of the analyte zone were found. Combined on-line solid-phase extraction
nd HPLC method for determination of these compounds was proposed. Limits of detection were: (�g L−1): 0.4 (naphthalene), 0.3 (biphenyl), 0.6
acenaphtene), 0.2 (anthracene) and 0.1 (pyrene).

2007 Elsevier B.V. All rights reserved.
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. Introduction

The determination of small amounts of organic substances
n natural and waste waters still remains one of the important
roblems of analytical chemistry. Sometimes it could not be
olved even with modern instruments, such as HPLC or GC.
hese difficulties could be overcome by the development of
ombined methods of analysis including preconcentration step.
reconcentration by means of on-line solid-phase extraction
SPE) enhances selectivity and sensitivity of the instrument thus
xtending the range of analytical problems that could be solved
ith the combined method. Alkyl-bound silica gels, synthetic
olymers and carbon sorbents are widely used for on-line SPE
f organic substances. A number of examples of application of
uoropolymers (FPs) for SPE of hydrophobic compounds were
ublished recently [1–3].

FPs are usually considered as one of the most chemically inert
olymer materials; various analytical equipment parts (vessels,

ubing, membranes, etc.) are made of FPs. However, FPs are
nert only towards hydrophilic components of water solutions;
hile hydrophobic ones are readily adsorbed on FP surface.

∗ Corresponding author. Tel.: +7 495 939 5518; fax: +7 495 939 4675.
E-mail address: tsisin@analyt.chem.msu.ru (G. Tsysin).
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his phenomenon could be used for SPE in various analytical
ethods, including on-line ones.
A common approach for preconcentration of non-charged

omplexes of metals with organic reagents is application of
olytetrafluoroethylene (PTFE) “knotted reactor” (KR) that is
long tied capillary. Analytes are adsorbed by KR inner walls

4–6], then desorbed by polar organic solvent and analyzed by
tomic spectrometry. The used chelating reagents were var-
ous dithiocarbamates, dithiophosphates, 8-hydroxyquinoline,
itroso-R-salt, etc.

In our opinion, the main advantages of PTFE capillary over
imilar PTFE powder sorbents [3] are better material properties
rigidity), lower back-pressure and long-term stability (absence
f sorbent compression). Moreover, capillary are cheaper and
ore readily available than powder PTFE sorbents.
Two common approaches to SPE are known: first one (and

he most popular one) supposes that experimental conditions are
hosen in such a way that analyte recovery is 95–100%. Both
tatic (batch) and dynamic (on-line) variants of this approach
equire application of high capacity sorbents and strict control
f sample volume. The second approach (it is known as “solid

hase microextraction”, SPME [7]) is performed in static con-
itions: a small amount of sorbent (usually fibrous, fixed at the
yringe needle tip) is introduced to the sample solution. After
he establishment of the equilibrium the sorbent is removed
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nd analyzed. Analyte recovery is usually very low, not more
han 1–2% of the initial analyte content, thus recovery is rarely
sed for evaluation of SPME method performance. The amount
f extracted analyte is independent from sample volume and
roportional to the concentration of the analyte in the sample
7,8]. This approach allows to use sorbents with moderate and
ow capacity, and it is commonly used in conjunction with GC
or determination of trace organic compounds [7,8]. There are
everal examples of on-line SPME methods [7,9].

Polycyclic aromatic hydrocarbons (PAHs) are toxic water
ollutants and for 16 of them maximum admissible concen-
rations for tap and natural waters are established by various
egulation organizations [10]. HPLC combined with precon-
entration is often used for determination of PAHs in waters.
hese compounds are hydrophobic, their log P is varied from
.4 for naphthalene up to 7.7 for indeno[1,2,3-cd]pyrene [10].
ertainly, such a wide range of log P makes group preconcen-

ration of PAHs quite a complicated task. In the current research
e have chosen several PAHs with their log P varying from
.4 (naphthalene) to 5.3 (pyrene) for demonstrating that PTFE
apillary could be used for extraction of hydrophobic organic
ompounds from waters.

The aim of the current paper is to present a new on-line hybrid
PME-HPLC method for determination of hydrophobic organic
ompounds with the use of PTFE capillary as a SPME device.

. Experimental

.1. Reagents and materials

All substances and reagents were of analytical grade qual-
ty. Distilled and deionized (18.2 M�) water was used for
reparation of solutions. Stock solutions of PAHs (naphthalene,
cenaphtene, anthracene and pyrene) and biphenyl (0.1 g L−1)
nd solution of K4Fe(CN)6 (also 0.1 g L−1) were prepared by
issolution of weighted amounts of these substances. Stan-
ard solutions were prepared from stock ones by dilution with
ater and acetonitrile directly prior the experiment. Sorption of
iphenyl and PAHs on vessels and tubing was suppressed by
ntroduction of 5% (v/v) acetonitrile to the samples.

.2. Equipment

On-line SPE-HPLC equipment was based on commercially
vailable HPLC system (Aquilon, Moscow, Russia). It included
wo chromatographic solvent delivery units; custom-made auto-

atic preconcentration system based on two actuated Rheodyne
900-500 injection valves, spectrophotometric detector UVV-
04. All units were controlled automatically by “Multichrom
.4” Software (Ampersand Ltd., Moscow, Russia) run on a PC.
nalytes were preconcentrated on PTFE capillary (i.d. 0.5 mm,
.d. 1.6 mm, length 5 m). Directly prior to the analysis capil-
ary was conditioned with 5% (v/v) acetonitrile. HPLC runs

ere performed on Synergi Hydro RP-18 250 mm × 4.6 mm

teel column (Phenomenex, Torrance, CA, USA) packed with
�m octadecyl silica gel particles. Conditions of HPLC runs
ere chosen according to [11,12]: isocratic elution with 75%

t
c
a
f
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v/v) acetonitrile–water mixture. Detection was carried out at
54 nm (PAHs, biphenyl) or 420 nm (K4Fe(CN)6).

Solvents were degassed using ultrasonic bath UZV (Saphire,
oscow, Russia). The same procedure was used for dissolution

f the compounds.
Off-line optical absorption measurements were carried out

sing SF-103 spectrophotometer (Aquilon, Moscow, Russia),
0 mm thick quartz cells were used.

. Results and discussion

.1. Dead volume evaluation

Dead volume (DV) should be taken into account for cor-
ect evaluation of sorption experiments. For example, the initial
art of dynamic breakthrough curve (DBC) recorded by optical
PLC detector is caused by conditioning solvent remaining in

he SPE column and tubing after conditioning step. To evaluate
he DV of our SPE system we used a solution of K4Fe(CN)6,
hat is not adsorbed on PTFE and has an intensive color, thus
ncreasing the sensitivity of detection. Solution of K4Fe(CN)6
0.1 g L−1) was injected into PTFE capillary by means of 20 �L
hromatographic loop. Retention volume of K4Fe(CN)6 was
qual to 1.0 mL and was considered as a DV of the SPE sys-
em. This value was used further for correction of experimental
ata: the initial part of DBC (equivalent to 1.0 mL) was cropped.

.2. Investigation of sorption

Sorption isotherms were obtained for investigation of ther-
odynamic aspects of SPE (i.e. distribution coefficients).
istribution coefficients for plotting the isotherm were evaluated
y method of DBC [13]. A series of naphthalene solutions in 5%
cetonitrile was prepared, with analyte concentration ranging
rom 0.1 to 1.0 mg L−1. Then each solution was pumped through
TFE capillary at a flow rate of 1 mL min−1 and a DBC was
ecorded. PTFE capillary was connected directly to the HPLC
etector for these experiments. The area above DBC corresponds
o the amount of analyte (mg) adsorbed on the inner surface (m2)
f the capillary. Isotherm was linear in the whole studied concen-
ration range (from 0.1 to 1.0 mg L−1), distribution coefficient
as 191 L m−2.
Kinetics of PAH sorption on PTFE capillary was also stud-

ed; for this purpose a series of DBCs of naphthalene solution
ith a constant concentration (1.0 mg L−1 in 5% acetonitrile)
as recorded at a range of flow rates (1.0, 1.5, 2.0, 2.5,
.0 mL min−1). Some of the obtained DBCs are presented on
ig. 1. The time required for establishment of dynamic equilib-
ium (i.e. inlet and outlet analyte concentrations are equal) was
pproximately 6 min for the whole flow rate range. The flow rate
f 1 mL min−1 was chosen for the subsequent experiments.

DBCs of biphenyl, acenaphtene, anthracene and pyrene were
lso recorded and evaluated to prove that chosen optimum condi-

ions are also suitable for preconcentration of more hydrophobic
ompounds. Concentration of analytes was 1.0 mg L−1 in 5%
cetonitrile. We have found that the sample volume required
or establishment of dynamic equilibrium of these compounds
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imum loop volume for separation of PAHs on Synergi Hydro
RP-18 column was 300 �L; application of larger loops resulted
in poorly separated peaks and disturbances of baseline. We have
ig. 1. Sorption of naphthalene on PTFE capillary. Dynamic breakthrough
urves, flow rates were: (1) 1.0, (2) 2.0 and (3) 3.0 mL min−1.

ith PTFE capillary was not more than for naphthalene (Fig. 2).
he time required for establishment of dynamic equilibrium was
pproximately 8 min.

.3. Investigation of desorption

The development of an on-line SPE-HPLC method with good
nalytical performance requires knowledge about the size and
hape of analyte peak after desorption. Desorption curves were
ecorded to evaluate these parameters. Naphthalene and pyrene
ere adsorbed from 1.0 mg L−1 solutions in 5% acetonitrile;

fterwards the capillary was washed with 1.0 mL of 5% acetoni-
rile for 1 min. Subsequently, the analytes were desorbed with
5% acetonitrile at a flow rate of 1.0 mL min−1. The chart of
he equipment used for these experiments is presented on Fig. 3.
esorption curve contained two nearly positioned peaks (Fig. 4).
o investigate the nature of these two peaks, effluent fractions
ere collected and then analyzed off-line with the aid of spec-
rophotometer at 254 nm wavelength. It was found that the first
eak was related to so-called shlieren effect (an optical artifact
14]), and the second one—to the analyte itself. From Fig. 4 it
ay be seen that quantitative desorption of naphthalene as well

ig. 2. Dynamic breakthrough curves for sorption of naphthalene, biphenyl,
cenaphtene, anthracene and pyrene on PTFE capillary; concentration of PAHs
nd biphenyl 1 mg L−1, all flow rates were 1 mL min−1.

F
c
fl

ig. 3. The experimental set-up used for recording desorption curves. D, HPLC
pectrophotometric detector, C, PTFE capillary, P1, P2 and P3, HPLC pumps,

1 and V2, injection valves, W, waste.

s pyrene could be achieved with a volume of 75% acetonitrile
ot exceeding 1.0 mL (that is one dead volume of the capillary).

.4. Heart-cutting of the analyte after desorption

On-line combination of SPE and HPLC could be performed
n various ways. The most common one is desorption of analytes
y chromatographic eluent and direct transfer to the chromato-
raphic column. A significant drawback of this approach is
elated to introduction of sample remaining after preconcen-
ration in the SPE device into the chromatographic column,
hus disturbing the equilibrium between column and eluent. This
esults in large injection peaks, possible shifts in retention vol-
mes and baseline disturbances. Heart-cutting of the analytes
fter desorption with the aid of HPLC injection loop is one of
he ways to overcome these difficulties.

During preliminary experiments, we have found out that max-
ig. 4. Desorption curve: naphthalene desorbed with acetonitrile from PTFE
apillary. Sample volume was 20 mL, naphthalene concentration 1 mg L−1, all
ow rates were 1 mL min−1. Desorption was carried out with 75% acetonitrile.
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Fig. 5. The experimental set-up used for on-line SPE-HPLC determination of
P
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Fig. 6. The dependence of chromatographic peaks area on the delay between
start of desorption and injection of the analytes into HPLC column. Naphtha-
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AHs. D, HPLC spectrophotometric detector, C, PTFE capillary, P1, P2 and P3,
PLC pumps, V1 and V2, injection valves, L, injection loop (300 �L volume),

18, HPLC column, W, waste. V1 is in B position, V2 is in A position.

ptimized heart-cut conditions to capture analytes in 300 �L
njection loop. The chart of the equipment used for these exper-
ments is presented on Fig. 5. A mixture of PAHs (naphthalene
nd pyrene, 0.1 mg L−1 each, in 5% acetonitrile) was pumped
flow rate 1 mL min−1) through capillary for 20 min, then 1 mL
f washing solution (5% acetonitrile) was introduced into the
apillary at the same flow rate. Desorption was carried out with
5% acetonitrile. Analytes were heart-cut by means of loop
nstalled on an automated injection valve and then introduced
nto HPLC column. The delay between start of desorption and
witching of the valve was varied from 1.1 to 1.6 min. The depen-
ence of chromatographic peaks area on the delay is presented
n Fig. 6. Maximum peak area was obtained when delay was
.17 min.

.5. On-line SPE-HPLC determination of PAHs

The total duration of the single SPE-HPLC run was 47 min
Table 1). However, the chosen experimental set-up (Fig. 5)
llows simultaneous HPLC (for the previous sample) and SPE
uns (for the next one), thus reducing overall time required for
everal analyses.
Calibration plots were constructed: 20 ml of distilled water
ontaining various concentrations of analytes (0.5–2.0 �g L−1

or naphthalene and pyrene and 0.5–10.0 �g L−1 for others) was
nalyzed according to the scheme presented in Table 1. Each

m
w
o
f

able 1
ime schedule of the on-line SPE-HPLC determination of PAHs and biphenyl

ime interval (min) Step description Injection valves

Valve 1 Val

0–5 Flushing of all equipment tubing with
100% AN

B A

5–6 Conditioning of capillary with 5% AN B A
6–18 Preconcentration A A
8–26 Conditioning of HPLC column 75% AN A A
6–27 Flushing of capillary with 5% AN B A
7–28 Filling of tubing with 75% AN A B
8–29.17 Desorption of analytes with 75% AN

and heart-cutting
B B

9.17–47 Introduction of analytes to HPLC
column; HPLC run

B A

a AN, acetonitrile.
ene (1) and pyrene (2) were desorbed with 75% acetonitrile. Sample volume
as 20 mL, PAH concentration 0.1 mg L−1. Sample flow rate was 1 mL min−1.
nalytes were heart-cut with 300 �L injection loop.

oncentration point was repeated three times for evaluation of
recision (Table 2). Calibration graphs were linear in the chosen
oncentration ranges. Detection limits were evaluated accord-
ng to the 3s-criterion after several SPE-HPLC runs with blank
ample (distilled water).

The long-term reproducibility of technique was not studied
pecially, but analysis of standard samples after 4 months of the
xperimental work (around 200 analyses performed) gave no
ignificant deviations (not more than 3–7%) from initial calibra-
ion runs.

The results of direct HPLC analysis and the developed on-line
PE-HPLC techniques (preconcentration on PTFE capillary and
P sorbents [3]) were compared, Table 2. It was found out that

he application of PTFE capillary for SPE results in detection
imits comparable with that for powder FP sorbents [3]; and one
rder of magnitude lower than for direct HPLC runs.

The results of determination of analytes in spiked and non-
piked water samples are presented in Table 3. Water samples
rom Black sea and Moskva river, as well as tap water, were
piked with mixture of PAHs and biphenyl. A typical chro-

atogram for river water sample is presented on Fig. 7. Peaks
ere identified according to their retention volumes established
n model deionized water samples. Recovery of spikes varies
rom 53 to 120% (naphthalene was recovered poorly from nat-

position Flow rates (mL min−1) and composition of pumped solutions

ve 2 Pump 1 (sample) Pump 2 Pump 3 (75% ANa)

1 1 (100% AN) 0

1 1 (5% AN) 0
1 0 0
1 0 1
0 1 (5% AN) 1
0 1 (75% AN) 1
0 1 (75% AN) 1

0 0 1
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Table 2
Performance of the on-line SPE-HPLC determination of PAHs and biphenyl (sample volume 20 mL)

Analyte Direct HPLC determination On-line SPE with fluoropolymer
F2-M and HPLC determination [3]

On-line SPE with PTFE capillary
and HPLC determination

R.S.D.a DLb (�g L−1) R.S.D.c DL (�g L−1) R.S.D.c DL (�g L−1)

Naphthalene 0.02 3 0.01 0.2 0.01 0.4
Biphenyl 0.03 5 0.04 0.4 0.06 0.3
Acenaphtene 0.1 5 0.06 0.3 0.06 0.6
Anthracene 0.03 1 0.09 0.2 0.06 0.2
Pyrene 0.05 2 0.05 0.2 0.03 0.1

a 100 �g L−1, n = 3.
b DL, detection limit.
c 1 �g L−1, n = 3.

Table 3
Analysis of spiked samples (sample volume 20 ml)

Sample Spike (�g L−1) Found (�g L−1)

Biphenyl Acenaphtene Anthracene Pyrene

River water 0 0.0 ± 0.1 –a 0.0 ± 0.1 1.3 ± 0.4
(Moskva river) 3 3.0 ± 0.4 –a 2.8 ± 0.9 5.0 ± 0.6

Tap water 0 0.2 ± 0.2 0.0 ± 0.3 0.0 ± 0.1 1.8 ± 0.6
3 2.8 ± 0.3 2.9 ± 0.4 2.7 ± 0.3 4.2 ± 0.4
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eawater 0 0.1 ± 0.2
Black sea) 3 3.0 ± 0.5

a No data available.

ral waters, R < 50%, and these results are not presented in the
able). We suppose that recovery being not 100% is related
n general to the interfering matrix components of waters: for
xample, sorption of humic and fulvic acids (contained in river
ater) on inner walls of capillary competes with PAHs sorption

nd thus decreases recovery. Sea water, on the other hand, con-
ains inorganic ions that could result in so-called “salting out”
f hydrophobic compounds thus increasing recovery and affect-

ng the accuracy of results. Such negative effects could be taken
nto account and minimized by either introduction of internal
tandard or making calibration runs not with distilled water but

ig. 7. A typical chromatogram for on-line SPE-HPLC analysis of river water
ample; PAHs were preconcentrated on PTFE capillary. Peaks correspond to
aphthalene (1), biphenyl (2), acenaphtene (3), anthracene (4) and pyrene (5).
ample volume was 20 mL, analyte concentrations were 10 �g L−1 each. Des-
rption and HPLC separation was carried out with 75% acetonitrile. Analytes
ere heart-cut with 300 �L injection loop after 1.17 min delay.

t
n

4

d
p

A

R
0

R

1.0 ± 0.8 0.2 ± 0.7 1.5 ± 0.9
2.6 ± 0.9 3.3 ± 0.7 4.8 ± 0.5

ith the real sample. The first approach is preferable, being less
ime and labor-consuming, but requires careful choice of internal
tandard itself. In our case, the application of internal standard
s complicated because it should be used to correct variations in
ecovery of analytes significantly varying in terms of log P.

Increased concentration (as compared to other PAHs) of
yrene in blank water samples might be an indicator of so-called
emory effect—incomplete desorption of this analyte during

he course of previous experiments. However, it is worthy to
ote that accurate determination of spike is still possible.

. Conclusions

To sum up, we developed on-line SPE-HPLC technique for
etermination of PAHs and biphenyl in waters that includes
reconcentration on inner walls of PTFE capillary.
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bstract

A simple and sensitive multicommutated flow procedure, implemented by employing a homemade light emitting diode (LED) based photometer,
as been developed for the determination of chromium (VI) and total chromium in water. The flow system comprised a set of four solenoid micro-
umps, which were assembled to work as fluid propelling and as commutating devices. The core of the detection unit comprised a green LED
ource, a photodiode and a homemade flow cell of 100 mm length and 2 mm inner diameter. The photometric procedure for the speciation of
hromium in natural waters was based on the reaction of Cr (VI) with 1,5-diphenylcarbazide. Cr (III) was previously oxidized to Cr (VI) and
etermined as the difference between total Cr and Cr (VI). After carrying out the assays to select the best operational conditions the features of the
ethod included: a linear response ranging from 10 to 200 �g l−1 Cr (III) and Cr (VI) (r = 0.999, n = 7); limits of detection of 2.05 and 1.0 �g l−1 for

r (III) and Cr (VI), respectively; a relative standard deviation lower than 2.0% (n = 20) for a typical solution containing 50 �g l−1 Cr; a sampling

hroughput of 67 and 105 determinations per hour for total Cr and Cr (VI), respectively, and recovery values within the range of 93–108% for
piked concentrations of the order of 50 �g l−1.

2007 Elsevier B.V. All rights reserved.
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. Introduction

Chromium is an element naturally found in rocks, animals,
lants, soil, in volcanic dust and gases. Cr (III) occurs naturally
n the environment and it is considered an essential nutrient for
lants and animals, while Cr (VI) is generally produced by indus-
rial processes and presents potential risks for living organisms
ike stomach upsets and ulcers, convulsions, kidney and liver
amage, and even death. Skin contact with Cr (VI) compounds
an cause skin damages [1,2].

So, in spite of the fact that Cr is considered an essential
lement for human life, the official agencies devoted to water
uality control had been established the highest concentration

evel of Cr that can be acceptable in water for human consump-
ion. However, since the risk for health caused by Cr is dependent
f its chemical species, it is desirable that procedures for Cr

∗ Corresponding author. Tel.: +34 96 3543997; fax: +34 96 3544838.
E-mail address: angel.morales@uv.es (A. Morales-Rubio).
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D-spectrophotometry

etermination present high sensitivity and ability to differentiate
etween Cr (III) and Cr (VI).

The most frequent sample pre-treatments used for Cr
peciation are complex formation and pre-concentration by col-
mn/ionic exchange. In some cases, Cr speciation is based on
xidation–reduction processes [3].

Analytical procedures proposed for the determination of
r involve chromatography [4], spectrophotometry [5,6] and
hemiluminescence [7] and procedures based on flow injection
nalysis (FIA) [8,9] have been also proposed.

Generally, analytical procedures based on FIA present high
hroughput as an inherent advantage; nevertheless the continu-
us pumping pattern causes a high consumption of the reagent
olutions, and a great volume of generated wastes. These disad-
antages have been surpassed developing analytical procedure
ased on multicommutation [10]. In this case, the core of the

ow system manifold is constituted by a set of solenoid valves
ssembled to work as independent commutation units. Exploit-
ng these features, analytical procedures requiring two or more
eagent solutions were accomplished using a single pumping
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lau Chemie S.A. using a 0.2 mol l NaOH solution freshly
prepared.

The potential interferents, such as Al3+, Mn2+, Cd2+, Ba2+,
Pb2+, Ca2+, Ni2+, Fe2+, Fe3+, Cu2+, V(V), Co2+, Mo(VI), Na+,

Fig. 1. Structure of the LED photometer. (a) Electronic diagram of the home-
made photometer. Tr, transistor BC547; LED, λ= 548 nm; I0 and I, radiation
beam coming and leaving the flow cell, respectively; fc, flow cell; Det, pho-
C.K. Pires et al. / Tala

hannel [11,12], while in the classical FIA system each reagent
equired one pumping channel. Furthermore, the intermittent
attern due to the multicommutation process to insert reagent
olutions into the reaction coil caused a high decrease of reagent
onsumption and waste generation [13,14].

Albeit reagent solutions could be handled using a single
umping channel in multicommutated flow systems it does
ot avoids the use of a peristaltic pump, which is commonly
he device used to perform this task. Peristaltic pumps are the

ost expensive equipment required to implement a flow sys-
em, and because of that, an interesting alternative to propel
eagent solutions was introduced by Lapa et al. [15] using
olenoid micro-pumps. In this study, the flow system manifold
as designed nesting a set of micro-pumps to work as solu-

ions propelling and commutating device, thus avoiding the use
f a peristaltic pump [16,17], and allowing a reduction of the
anifold cost and dimensions and energy requirements.
1,5-Diphenylcarbazide has been employed in more than 70

orks appeared in the bibliography for chromium determina-
ion [1], but for Cr (III) determination by using this reagent it
s necessary a previous oxidative step. The oxidation could be

ade using FIA [8,18] or SIA [19,20], being the oxidant reagent
mployed Ce (VI) [19,20] or H2O2 in basic medium [8], and
ometimes the reaction has been made in a heating water bath
t 45 ◦C [19,20] or in a heating oil bath at 80 ◦C [18]. From all
f these previous procedures it surprises the differences of the
OD values reported, from 0.009 [18] to 5900 �g l−1 [8]. This
reat variability of the LOD values could be explained by the
olume of the sampling loop and it could suppose that sample
one underwent high dispersion, thus affecting the magnitude
f the generated signal.

The cheap availability of high luminous light emitting diodes
LED), presenting emission at the required wavelength, and high
ensitivity photodiodes, allows us the possibility to develop a
omemade photometer with high performance and little dimen-
ions [21,22].

In this work, we have developed a compact equipment set up
mploying solenoid micro-pumps to handle reagent solutions
nd a LED base photometer. The solutions handling unit and the
hotometer detector are assembled together in order to obtain
downsized analytical instrument dedicated for the determina-

ion of total Cr and Cr (VI) in water using 1,5-diphenylcarbazide
s chromogenic reagent. To attain the concentration level estab-
ished by the governmental agencies, that is at �gl−1, it was
sed a home-made flow cell with an optical path-length of
00 mm and the radiation source (LED) and the photodiode,
ere attached at the observation windows of the flow cell in
rder to improve the analytical sensitivity.

. Experimental

.1. Standards, reagents and samples
All solutions were prepared with analytical-grade chemicals
nd with deionized water (resistivity > 18.2 M� cm) obtained in
Milli-Q system from Millipore.

t
T
a
a
2

2 (2007) 1370–1377 1371

A 100 mg l−1 stock standard solution of Cr (VI) was prepared
y dissolving 0.3753 g of potassium dichromate from Scharlau
hemie S.A. (Barcelona, Spain) in 1000 ml of water. Work-

ng standard solutions (10–200 �g l−1 Cr (VI)) were prepared
eekly in 0.5 mol l−1 hydrochloric acid from Merck (Darmstadt,
ermany) by appropriate dilution.
The 0.012% (w/v) 1,5-diphenylcarbazide from UCB (Brus-

els, Belgium) solution was prepared by dissolving 0.012 g in
ml of 99.5% (v/v) ethanol from Scharlau Chemie S.A. and
aking the volume up to 100 ml with 0.5 mol l−1 sulphuric acid

rom Merck. This solution was stored in the refrigerator and
ould be used for at least 1 week.

A 100 mg l−1 stock standard solution of Cr (III) was pre-
ared by dissolving 0.7696 g of chromium nitrate from Panreac
Barcelona, Spain) in 1000 ml of water. Working standard solu-
ions (10–200 �g l−1 Cr (III)) were prepared in 0.5 mol l−1

ydrochloric acid from Merck.
A 0.15% hydrogen peroxide solution in alkaline medium was

aily prepared by dilution from a 30% (v/v) H2O2 from Schar-
−1
odiode (IPL 10530 DAL); OA, OP07 operational amplifier; C1 and C2 = 2 �F
antalum capacitor; S, output signal. (b) Long section view of the flow cell, LED
nd photodiode arrangement. PB, PVC block; I0 and I, radiation beam coming
nd leaving the flow cell, respectively; fc, flow cell; glass tube 100 mm long and
.0 mm inner diameter.
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−, PO4
3−, CO3

2−, SO4
2−, NO3

−, Cl−, citrate, EDTA and
cetate were evaluated preparing a 50 �g l−1 Cr (III) and Cr
VI) standard solutions plus the investigated substance. It was
ssured that the interferent concentration was at least 20-times
igher than Cr concentration.

Natural water samples were filtered through 0.45 �m cellu-
ose membrane filters and stored into polyethylene bottles before
heir analysis [23].

.2. Apparatus

The flow system comprised four solenoid micro-pumps from

io-Chem Valve Inc. (Boonton, NJ, USA) with nominal vol-
me of 8-�l per pulse; a microcomputer equipped with an
lectronic interface card Advantech, PCL-711S (San Jose CA,
SA); an homemade electronic interface to drive the micro-

F
p
t

ig. 2. Diagram of the flow system. Cs, carrier solution, flow rate at 40 �l s−1; S, samp
,5-diphenylcarbazide solution; P1, P2, P3 and P4, solenoid micro-pump; x and y, flow
aste. The a and b diagrams show the micro-pumps switching sequence and manifo

4, timing course for switching micro-pumps P1, P2, P3 and P4, respectively; Sti, sam
orresponding micro-pump is switched ON.
2 (2007) 1370–1377

umps similar to that described elsewhere [24]; one 3-channels
oint device and another 2-channels joint device both machined
n acrylic and flow lines of 0.8 mm i.d. PTFE tubing. The
ow system control and data acquisition were performed by

he microcomputer running software written in Quick BASIC
.5.

A Hewlett-Packard (Waldbronn, Germany) model 8452A
iode-array spectrophotometer equipped with a 50-�l inner vol-
me and 10-mm optical pathway flow cell, and the homemade
ED-based photometer, designed to work employing a flow cell
ith a long optical path-length presented below, were used to

arry out spectrometric measurements, using in this case a green
ED with an emission wavelength of 540 ± 10 nm.
The electronic diagram of the photometer is shown in
ig. 1 and also this figure indicates the structure of the LED-
hotometer. The flow cell was made from a boron-silicate glass
ube with an inner diameter of 2.0 mm and was machined to

le or standard solution; R1 = 0.15% (w/v) peroxide solution; R2 = 0.012% (v/v)
lines joint devices; B1 and B2, reaction coils; Det, homemade photometer; W,

lds for the determination of Cr (VI) and total Cr, respectively. T1, T2, T3, and
pling steps (i = 1–5); Rt, signal reading step. Shadow surfaces indicate that the
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Table 1
Operational conditions of the multicommutation flow system for speciation of chromium in waters

Determination Step Event P1 P2 P3 P4 Pulses

Cr (VI) 1 Sample/standard replacing 0 1 – 0 40
2 Analytical path washing 1 0 – 0 90
3 Introduction of S and R2 0 1 – 1 12
4 Transport to the cell 1 0 – 0 30

Total Cr 1 Sample/standard replacing 0 1 0 0 40
2 Analytical path washing 1 0 0 0 160
3 Introduction of S and R1 0 1 1 0 12
4 Introduction of R2 1 0 0 1 30
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Finally, after the established time interval, the pumps P2 and P4
were switched OFF, and only P1 was activated for insertion of the
carrier stream (0.5 mol l−1 hydrochloric acid solution) for push-

Fig. 3. Effect of the reagent concentration on the analytical signal. (a) Effect
of the 1,5-diphenylcarbazide concentration. Experimental conditions: sam-
ple slug volume = 96 �l, reagent R2 slug volume = 96 �l, standard solution
5 Transport to the cell

: Sample or standard solution. R1: Oxidant reagent (H2O2 + NaOH). R2: 1,5-D
–): Not employed.

rovide two plane windows of approximately 0.15 cm2 surface
lose to which both, the LED source and the detector, were
ounted.
The flow cell was installed in a PVC block that was machined

o allow that both, LED and photodiode, were attached in front
f flow cell observation windows. When the photometer was
witched ON the base line can be adjusted as follow. Maintaining
he dark condition (LED disable for radiation emission) and flow
ell filled with carrier solution, the output signal (S) was adjusted
o 0.0 mV by means of the variable resistor wired to the no
nverting input of the operational amplifier. Afterwards, the LED
as enabled to emit radiation turning the variable resistor wired

o the base of the transistor (BC547). The radiation emission
ntensity was increased up till the output signal (S) attained a
otential difference of 2000 mV.

The flow system was designed considering that the main
ocus was the development of the automatic procedure for Cr
peciation in natural water. The flow diagrams of the mani-
olds employed are shown in Fig. 2. As can be see, it comprises
our solenoid pumps, each one dedicated to handle the indi-
ated solution. The P1, P2, P3 and P4 pumps were used for
nserting the carrier stream (Cs), the sample or standard (S),
he oxidant (diluted H2O2 and NaOH) reagent (R1), and the
.5-diphenylcarbazide reagent (R2), respectively.

The violet colour of the reaction product is highly specific for
r (VI) determination at 548 nm. The micro-pumps switching

requency was 5 Hz defining equal time interval (0.1 s) to switch
N and OFF the system as it was settled in the earlier work

16].

.3. Recommended procedure

For the spectrophotometric determination of total Cr and Cr
VI) the flows set up shown in Fig. 2 were designed, being the
ogical operation indicated in the time switching micro-pumps
iagrams.

As indicated in Table 1 for the direct determination of Cr (VI),
he analytical cycle starts by filling the sample coil with the corre-

ponding sample/standard solution by switching P2 and further,
he carrier solution was employed to wash the analytical path by
witching P1, thus establishing the baseline. For the analytical
un, P2 and P4 were switched ON simultaneously to insert 96 �l

c
c
s
c
m

1 0 0 0 30

ylcarbazide (DPC). Pi: Solenoid micro-pumps. 0: Switch OFF. 1: Switch ON.

f sample/standard and 96 �l of reagent R2 (4.8 × 10−6 mol l−1

PC), into the B2 coil to allow the development of the reaction.
oncentration = 50 �g l−1 Cr (VI). (b) Effect of the hydrogen peroxide con-
entration. Experimental conditions: Sample slug volume = 96 �l, reagent R1

lug volume = 96 �l, reagent R2 slug volume = 240 �l, standard solution con-
entration = 50 �g l−1 Cr (III). Results are the average of five consecutive
easurements and brackets indicate the ± standard deviation of values obtained.
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ng the coloured product zone towards the detector, and to wash
he system. For different replicates of the same sample/standard
olution only steps 3 and 4 should be repeated.

The length of B2 reactor was set as only 50 cm (250 �l),
et enough for attaining good mixing conditions under all the
nvestigated situations.

Total Cr was determined after treatment of the sample by
ixing it with the oxidant reagent R1 (H2O2 and NaOH). Like
r (VI) determination, the analytical cycle starts by filling the
oil sample with the corresponding sample/standard solution
y switching P2 and further, the carrier solution was employed
o wash the analytical path by switching P1, thus establishing
he baseline. For the analytical run, P2 and P3 were switched
N simultaneously to insert sample and oxidizing reagent R1

0.15% H2O2 in 0.2 mol l−1 NaOH) into the B1 coil to allow the
xidation of Cr (III) to Cr (VI). Afterwards, P1 and P4 were acti-
ated simultaneously to transport oxidized sample and to insert
2 reagent, respectively to the “y” joint point and to allow the

evelopment of the reaction into the coil B2. After the estab-
ished time interval, the pumps P2 and P4 were switched OFF,
nd only P1 was maintained for pushing the coloured product
one towards the detector.

c
b
b
t

able 2
ffect of interfering ions on the determinations of 50 �g l−1 Cr (VI)

dded species Tolerance limit (�g ml−1)a

a+ 1,000
a2+

−
O4

3−
O3

2−
O4

2−
l−
O3

−
itrate
DTA
cetate

l3+ 500
n2+

d2+

b2+

a2+ 100
i2+

o2+

o(VI)

e2+ 10
e3+

u2+

(V)

a No interference was considered for signal variation lower than 5% in the presenc

able 3
omparison between analytical figures of merit of the proposed procedure and those

arameters Procedure proposed (10 cm optical
path cell) (total Cr/Cr (VI))

ange (�g l−1) 10–200
OD (�g l−1) 2.0/1.4
.S.D. (%) <2
2 (2007) 1370–1377

The length of B1 reactor was set as 30 cm (150 �l), yet enough
o complete Cr (III) oxidation.

Absorbance data obtained for samples were interpolated in a
alibration line, prepared in the range between 10 and 200 �g l−1

r (VI) and Cr (VI) and total Cr determined before and after
ample oxidation. The Cr (III) concentration was established
rom the difference between total Cr and Cr (VI).

. Results and discussion

.1. Effect of reagents concentration

For a sample volume of 96 �l and a Cr (VI) concentration of
0 �g l−1 it was evaluated the effect of reagents concentration.

Influence of 1,5-diphenylcarbazide concentration was inves-
igated within the 0.1 × 10−6 to 18 × 10−6 mol l−1 range, and
s can be seen in Fig. 3a the highest signal was achieved for
.6 × 10−6 mol l−1 1,5-diphenylcarbazide. However, in these

onditions double peaks were obtained, which could be caused
y variations during the solutions mixing time. This effect could
e minimized by increasing the length of reaction coil B2. Under
hese conditions, a sample zone broadening caused by dispersion

Mass ratio Molar ratio Recovery (%)

20,000 45,200 96
7,600 95

54,700 99
10,900 98
17,300 99
10,800 97
29,300 96
16,800 96

5,500 97
570 95

2,900 97

10,000 19,300 96
106,000 98

4,600 97
2,500 98

2,000 2,600 95
1,800 99
1,800 97
1,100 95

200 200 96
200 98
160 96

30 95

e of the interfering species.

achieved using conventional diode array instrumentation

Diode (1 cm, flow cell)
(total Cr/Cr (VI))

Diode (10 cm optical path
cell) (total Cr/Cr (VI))

50–150 10–150
6.7/5.5 4.7/3.5
2.8/2.3 1.9/2.4
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as inevitable, thus a decrease in signal could occur. Further-
ore, the number of pumping pulses to displace the sample

one to waste must be increased, thus affecting also the through-
ut. In this sense, the 4.8 × 10−6 mol l−1 1,5-diphenylcarbazide
olution was selected as the R2 reagent concentration.

Effects of hydrogen peroxide and sodium hydroxide con-
entrations were investigated within the range of 0.05–0.25%
nd 0.1–0.5 mol l−1, respectively. As can be seen in Fig. 3b, the
ighest analytical signals were attained with 0.15% H2O2. On
he other hand, no significant signal variation was found as a
unction of NaOH concentration, being considered 0.2 mol l−1

aOH the most appropriate concentration. So, the aforemen-
ioned conditions were selected for the preparation of R1.

.2. Multicommutation system parameters

Inserted volumes of sample and reagent solutions proved to
e relevant parameters in the system design. Influence of the
ample and reagent volume was defined by pump stroke volume
8 �l) and number of pulses [16]. The sample and reagent R2
olumes for Cr (VI) determination were investigated by varying
he number of pulses between 2 and 15. Increasing the number
f pulses up to 15 led to an increase in analytical signal, but
o further increase was found for higher inserted volumes. As
compromise between sensitivity and sampling rate, 12 pulses
ere selected.
For total Cr determination, sample and reagent R1 volumes

ere maintained to 12 pulses, respectively, and reagent R2 was
aried by changing the number of pulses from 4 to 40. Never-
heless, when the number of sampling pulses was higher than
0, no significant signal increase was observed. In this case, 30
ulses for introduction of sample/oxidant mixed solution and
,5-diphenylcarbazide were selected for further experiments.
onsidering these results, the operational conditions selected
re shown in Table 1. The sequence of events was controlled
ccording to the micro-pumps switching pattern depicted in
ig. 2.

The length of the reaction coils B1 and B2 was varied from
0 to 50 cm and from 10 to 100 cm, respectively, thus the inner
olume of these of coils varied from 50 to 500 �l.

Results found as a function of the length of the reaction coil
1 indicate that analytical signals increased up to a 30 cm coils,
nd decrease for longer coils. The use of such a short reactor was
ossible in view of the improved mixing conditions guaranteed
y the multicommutated sample and reagent introduction.

Absorbance signals increase on increasing the B2 reac-
or length from 10 till 50 cm therefore indicating that mixing
etween oxidized solutions and 1,5-diphenylcarbazide was effi-
ient.

Considering the aforementioned results and aiming to save
ime of analysis the lengths of coils B1 and B2 were fixed at 30
nd 50 cm, respectively.
.3. Potential interfering ions

Natural water is a complex matrix presenting several chemi-
al species, which could cause interferences in the photometric

m
f
a
t

2 (2007) 1370–1377 1375

etermination of chromium. In this sense, a set of assays was per-
ormed in order to establish the tolerance limit of the proposed
ethod. It was considered as a tolerable limit the interfer-

nt concentration of foreign ions that produced an error up
o a 5% deviation in the determination of Cr (VI) on compar-
ng with measurements obtained in the absence of the assayed
ubstance.

It was selected twenty-three common species usually found
n water and results obtained are summarized in Table 2.
s can be see, the multicommutation photometric procedure
as a wide tolerance for the assayed chemical species and
evere interferent effects do not take place. The worst results
ere obtained for Fe2+, Fe3+, V(V) and Cu2+, but taking into

ccount that the tolerance limit found for these species are
igher than those established as the maximum concentration
cceptable for the considered compounds in surface waters,
he procedure could be useful for chromium determination in
aters.
As compared with others studies found in the literature

he mass ratio tolerance level of interferent ions found in the
resent study were of the same order than those obtained by
uo et al. [19] and Noroozifar and Khorasani [25], and better

han those found by Themelis et al. [26] and Watanabe et al.
27].

.4. Figures of merit of the procedure

Determination of both Cr (VI) and total Cr was based on
he complexation with 1,5-diphenylcarbazide directly or after
xidation of the sample with H2O2 in NaOH. So, the figures
f merit correspond to those of the analytical curve estab-
ished for Cr (VI). Calibration lines were linear within 10
nd 200 �g l−1, and a typical equation was y = (3.348 ± 0.009)
+ (20.80 ± 0.03) r = 0.995, n = 7 in the presence of H2O2
nd NaOH and; y = (2.724 ± 0.004) x + (11.15 ± 0.01) r = 0.999,
= 7 in the absence of H2O2, being x the Cr (VI) concentration

n �g l−1.
The colorimetric reaction between Cr (VI) and 1,5-

iphenylcarbazide (H4L) is a redox reaction in which Cr (VI)
xidizes it to 1,5-diphenylcarbazone (H2L). The high slope
n the presence of H2O2 could be explained by the oxidant
ction of H2O2 over the H4L. This additional oxidant will
ncreases the concentration of 1,5-diphenylcarbazone (H2L)
nd consequently the concentration of the coloured complex
Cr (HL)2]+.

The relative standard deviation of results was estimated as
.0 and 1.8% for Cr (VI) and total Cr, respectively, for 20
easurements of a 50 �g l−1 Cr concentration, emphasizing

he good analytical repeatability of photometric signals. Other
avourable characteristics; such as consumption of 0.006 �g
,5-diphenylcarbazide and 0.240 ml of oxidizing reagent per
etermination were achieved. The sampling throughput was 67
nd 105 determinations per hour, for total Cr and Cr (VI) deter-

ination, respectively. Detection limits of 2.0 and 0.97 �g l−1

or Cr (III) and Cr (VI), respectively, were found; taking into
ccount that Cr (III) was determined by the difference between
otal Cr and Cr (VI).
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On comparing the aforementioned procedure, based on the
se of a home-made LED-photometry, with a spectrophoto-
etric method using a diode array commercial instrument, the

nalytical features summarized in Table 3 were found. As can
e seen the dynamic range depends basically on the length of
he flow cell and the R.S.D. and LOD are better for the multi-
ommutation approach than for the measurements based on the
se of a diode array instrument.

Table 4 shows the comparison of the analytical characteristics
f the method developed for Cr speciation with those of flow
hotometric procedures previously published based on the use
f DPC and also chromotropic acid.

The limit of detection achieved for total chromium and
hromium (VI), respectively, by the developed procedure are
igher than those obtained by FIA using diphenylcarbazide after
0 min oil bath heating [18], but of the same order than those
btained by FIA using KIO4/NaOH [26] and SIA using Ce (IV)
nd 5 min heating [19] and 20 and 500–4000 times lower than
hose obtained by SIA measurements with Ce (IV) [20] and FIA

easurements with H2O2/NaOH [8]. It must be noticed that the
ethod that provides the lowest limit of detection involves a

eating step for Cr (III) oxidation and 15 times higher sample
onsumption [18].

The repeatability obtained by using the developed micro-
umping multicommutation procedure is comparable to those
ound for the rest of methods. Besides, the Cr (VI) sampling
requency was 105 h−1, it can be seen that it is higher than that
ound by SIA procedures [19,20] and of the same order than that
btained by FIA procedures [26].

As compared with atomic spectrometric procedures also pro-
osed in the literature for Cr determination in water [1–3] the
eveloped procedure provides a LOD and repeatability features
f the same order than atomic ones and a sampling throughput
etter than that obtained by atomic spectroscopy.

As can be seen in Table 4 the micro-pumping multicommu-
ation procedure generates a reagent waste of 96 to 336 �l per
etermination and provides 2 to 15 times reduction of wastes as
ompared to the SIA procedures [19,20], and 5 times reduction
s compared with the FIA method [26].

In short, taken in consideration the parameters shown in
able 4, the developed procedure is a suitable and environmen-

ally friendly mechanized alternative to SIA and FIA methods
vailable in the literature and it has improved the previous data
btained [15] about the use of multi-pumping in flow analysis
or the determination of Cr in waters.

.5. Applications

In order to evaluate the applicability of the proposed sys-
em, nine natural waters samples, from different origin, were
nalyzed and results are shown in Table 5. In order to get an
dditional accuracy assessment, the natural samples were spiked

ith 50 �g l−1 of Cr (III) and 50 �g l−1 Cr (VI) and recovery
ata found are also reported.

As can be seen, recovery data varied from 93 to 107% without
ny systematic bias for the two species of Cr determined. Ta
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Table 5
The analytical results of Cr (VI) and total Cr concentrations in natural water samples

Sample Total Cr Cr (VI) Cr (III) Cr (III)/Cr (VI) Recovery (%)a Cr (III)/Cr (VI)

River 1 62 ± 3 18 ± 1 44 ± 1 2.4 106/103
River 1 40 ± 1 14.2 ± 0.1 26 ± 1 1.8 105/105
River 2 55 ± 2 16.1 ± 0.5 39 ± 1 2.4 95/96
River 2 28.6 ± 0.6 13.3 ± 0.6 15.3 ± 0.4 1.2 107/98
River 3 32.6 ± 0.2 14.5 ± 0.6 18.1 ± 0.5 1.2 103/94
River 4 28.3 ± 0.3 12.1 ± 0.2 16.2 ± 0.1 1.3 96/103
River 4 27 ± 2 16.6 ± 0.5 10 ± 1 1.5 105/98
Spring water 26.7 ± 0.2 11.5 ± 0.4 15.2 ± 0.3 1.3 94/95
Tank water 28.2 ± 0.4 13.1 ± 0.2 15.1 ± 0.2 1.1 93/94
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[24] E. Rodenas-Torralba, F.R.P. Rocha, B.F. Reis, A. Morales-Rubio, M. de la
ote: Concentration data, expressed in �g l−1, are based on three replicate anal
a Recovery percentage obtained after spiking the samples with 50 �g l−1 Cr (

. Conclusions

In spite of the large numbers of papers dealt with the deter-
ination of Cr (VI) by using DPC, the present study offer an

nteresting alternative to downsized the equipment for Cr speci-
tion in waters.

The use of micro-pumping multicommutation together with a
ow cost homemade LED-photometric detector with a long path
ength cell improves the miniaturization of the system and its
utomatization also enhancing the sensitivity of measurements
s compared with previous studies (see Table 4).

The proposed procedure is simple, low-cost and rapid, 54 s
er sample for total chromium and 34 s for chromium (VI)
etermination. The low reagent consumption, and low waste
eneration are additional advantages, as compared with other
ow alternatives. The low weight and reduced power require-
ents also provide a way to do in situ measurements and

dditional work is in due course in this sense.
Considering that the permissible maximum limit of total

hromium established by the European Community is of
0 �g l−1 in natural waters, the proposed flow system could
e employed for Cr screening purpose in station for water
urification, without using neither expensive nor sophisticated
nstrumentation.
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bstract

The elucidation of structures of glutathione (GSH) complexes play an important role in the fundamental understanding of biochemical pathways
f metal ion deactivation in plants. This article attempts to feature key studies for stoichiometry of metal complexes with glutathione and its
onstituent amino acids to obtain a better understanding of the different metal affinities of the complexation sites of glutathione. The SEC–ICP-MS
xperiments have indicated that oxidation process of glutathione was accelerated by metal ion presence in following order Cu+, Pb2+ and Cd2+. The
edox activity of metal ions was confirmed by ESI-MS experiments, which allowed to observe formation of glutathione disulphide (GSSG) in time.
he stoichiometry of Cd2+, Cu+ and Pb2+ complexes with GSH was defined by observing the isotope pattern of investigated metals and hydrogen
oss or transfer during binding. The complexes with metal bound to sulphur of 1:1 and 1:2 stoichiometry were found in case of cadmium and lead.
he number of hydrogen atoms lost during metal binding and the SEC–ESI-MS results allowed to elucidate that copper is bound by GSSG in ratio
:1 and 1:2. Additionally, size exclusion chromatography coupled to electrospray MS allowed to differentiate more stable complexes from weak
nes that could be created in the gas phase.

2007 Elsevier B.V. All rights reserved.
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. Introduction

Glutathione (�-Glu-Cys-Gly, GSH) is one of the major cel-
ular safeguards, which plays a triple protective role as a key
ntioxidant, antitoxin and enzyme cofactor. It is also known
s a chelating bioligand responsible for detoxification of heavy
etals, similarly to phytochelatins in plants (polymers of �-
lu-Cys, PCs) [1] and metallothioneins in animals. Glutathione

s a chelating agent contains one thiol group creating mercap-
ide bond with heavy metal ions like Zn, Cu, Cd, Pb and Ag
2]. In many cases, those metals were reported to be respon-
ible for induction of oxidative stress in plants observed by

igher production of reactive oxygen species (ROS) [3]. The lit-
rature survey allows to distinguish two different mechanisms,
ased on heavy metals chemical properties: (1) production of

∗ Corresponding author. Tel.: +48 22 660 71 09; fax: +48 22 660 74 08.
E-mail address: kasiap@rpi.pl (K. Połeć-Pawlak).

t
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039-9140/$ – see front matter © 2007 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2007.02.008
romatography; Electrospray mass spectrometry

OS by auto-oxidation and Fenton reaction induced by transi-
ion metals such as iron or copper and (2) blocking of essential
hiol groups by non-redox-reactive heavy metals [3]. In both
ases the glutathione is involved as a: (1) antioxidant responsi-
le for reduction of dehydroascorbate to ascorbate or disulphide
onds of proteins by creation of oxidised GSH dimer (GSSG)
4] and (2) precursor for synthesis of phytochelatins respon-
ible for binding of heavy metals. Additionally, it was proved
hat induction of PCs synthesis was achieved in presence of

etal complex with glutathione, not metal ion itself [5]. The
tructures of Cd(GSH)2 and Zn(GSH)2, based on mercaptide
ond were postulated as a most probable. There are three fac-
ors representing efficiency of plant in metal deactivation of
eavy metals: (1) the ratio of reduced glutathione against its
xidised counterpart (GSH/GSSG), (2) the affinity of heavy

etal to thiol group and (3) the level of amino acids compos-

ng GSH such as glutamic acid and cysteine and their affinity
o those metals [6]. Thereby, it is not surprising that coordina-
ion and stability of glutathione complexes with heavy metals
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re ambiguous and their characterisation is very difficult to be
erformed. Despite these problems some experiments were car-
ied out by differential pulse polarography trying to clarify some
spects of cadmium complexation by glutathione and its amino
cids [7]. The authors suggested the occurrence of two types
f coordination modes attributed to cadmium bond to one or
wo sulphur atoms. The proposed stoichiometry of the com-
lex of tetrahedral cadmium with glutathione (1:1 or 1:2) was
xplained by involving two deprotonated carboxylic groups in
H 7.5 and proton transfer to amine group. Electrospray ionisa-
ion mass spectrometry (ESI-MS), widely used for the analysis
f polar and ionic compounds like metal complexes with pro-
eins [8], peptides [9] and even non-covalent complexes [10],
n the field of interest was applied to confirm the complexa-
ion of arsenic by glutathione in ratio 1:3 [11]. The cadmium
nd lead complexes with Me/GSH molar ratios Cd1(GSH)1 and
b1(GSH)1/2 were also proposed in the comprehensive study
f ESI-MS application for identification of GSH complexes
ith different metal ions [12]. Non-stoichiometric complex
f glutathione with cadmium (Cd:S = 1:1) was observed also
y ion pairing liquid chromatography coupled to high resolu-
ion mass spectrometer with ionisation in inductively coupled
lasma (ICP-MS) [13]. Copper, most problematic transition
etal, was investigated only during binding to aromatic and
-amino acids and was found to create complexes with molar

atio 1:1. Additionally, in the presence of copper and alkali
etal ion intramolecular redox processes or reduction of Cu(I)

o Cu(0), noted by the loss of neutral CO2, were observed
n the gas phase [14]. Previously reported results still needed
o be confirmed, because interactions of the complex with
eversed phase silica based stationary phase and ion pairing
gent present in the mobile phase could change its stoichiometry.
oreover, the influence of pH on the complexation equilib-

ia was completely neglected in the case of ESI-MS studies.
or this reason the size exclusion chromatography (SEC),
idely used for separation of metal–protein/peptide complexes

xtracted from animal or plant tissue, was chosen as a favourable
xperimental approach with ICP-MS and ESI-MS detection
15–17]. However, less stable complexes can dissociate dur-
ng chromatographic separation causing shifts of the retention
imes or loss of the resolution and sensitivity due to metal
orbing [18]. Still, the purification and fast screening of low
tability metal complexes with glutathione and phytochelatins
xtracted from plant tissue are usually carried out by this method
19–22].

In this work, the SEC–ICP-MS was used to examine the
xidation process of glutathione in presence of selected met-
ls with different chemical properties (Cd(II), Cu(I) and Pb(II)).
he electrospray ionisation mass spectrometry was used (1) to
erform comparative study of interactions between selected met-
ls, glutathione and its component amino acids (glutamic acid,
ysteine and glycine), (2) to demonstrate the influence of oxi-
ation process on the complexation equilibria. Size exclusion

hromatography with on-line ESI-MS detection was also used
o individuate and characterise reduced and oxidised glutathione
omplexes with metal ions and to distinguish most stable forms
rom labile ones.
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. Experimental

.1. Instrumentation and chemicals

Metal complexes were characterized by ESI-MS and
EC–ESI-MS with the use of a LC–MSD 1100 mass spec-

rometry detector system (Agilent Technologies, Wilmington,
C, USA). Optimisation of ESI source parameters was carried
ut using standard solutions of bioligands and their mixtures
ith metal ions admitted to the detector by light aspiration

10 �L min−1) achieved by the nebulizing gas flow (6 L min−1)
ransported under pressure of 30 psi. Only orifice voltage was
ound to influence stability of ions of metallocomplexes. The
owest voltage (60 V) was applied to prevent complex decom-
osition and to ensure efficient transport of the generated ions
o the analysing module. Calculation of isotope patterns was
arried out by IsoPro 3.0 MS/MS Software.

Separation of the bioligands and their complexes with
etal ions was performed with size exclusion Superdex Pep-

ide HR 10/30 column containing dextran covalently bond to
ighly cross-linked porous agarose beads (Amersham Phar-
acia Biotech, Uppsala, Sweden). Injections were carried out

sing a model 7725 injection valve with 100 �L injection loop.
he eluent was supplemented with methanol stream supplied
y Perkin-Elmer HPLC pump (model LC-95, Perkin-Elmer,
orwalk, CT, USA) by T-connector placed between chromato-
raphic column and capillary of ESI source; it was found
o be necessary for ensuring efficient ionisation. The Agilent
hemStation for LC/MS System 2000 was used for MS data
cquisition and processing. The results obtained by SEC–ESI-
S were verified by the SEC–ICP-MS ones, which were

chieved by connection of column outlet to commercial ICP-MS
ample introduction system (HP 7500a, Agilent Technologies,
okio, Japan). A Branson Model 1210 ultrasonic bath (Danbury,
T, USA) was used for degassing buffer and HPLC eluents used

or sample preparation and separation.
All reagents used were of analytical grade purchased

rom Sigma–Aldrich (Sigma–Aldrich, Buchs, Switzerland). The
ethanol (MeOH) of HPLC gradient grade purchased from Lab-
can (Lab-Scan Analytical Science, Dublin, Ireland) was used
s makeup liquid for SEC–ESI-MS method. Water (18 m�)
repared with Mili-Q system (Milipore Elix 3; Milipore, Saint-
uentin, France) was used throughout.

.2. Sample preparation and analytical procedures

Stock solutions of glutathione, cysteine, glutamic acid,
lycine, cadmium(II) and lead(II) (as nitrates) were prepared
aily by dissolving of standard materials in degassed solution
f 5 mM ammonium acetate buffer (pH 8.0). The obtained stock
olutions (0.01 M) were purged with argon stream and sealed for
torage in order to avoid oxidation of glutathione and cysteine. A
opper(I) solution was prepared from the [Cu(CH3CN)4]ClO4

omplex synthesized according to the procedure of Hemmerich
nd Signart [23]. The stock solution (0.01 M) was prepared in
he water–acetonitrile mixture (70:30, v/v) with addition of per-
hloric acid to obtain pH 3, purged with argon and sealed.
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Table 1
Optimum ESI-MS, ICP-MS and SEC conditions

ESI-MS detection conditions
Ionspray voltage −4000 V
Orifice voltage 60 V
m/z range scanned 100–1500 u
Dwell time 50 ms
Step size 0.1 u
Nebulizing gas temperature 300 ◦C
Nebulizing gas flow 6.0 L min−1 (13.0 L min−1 for SEC)
Nebulizing gas pressure 30 psi (60 psi for SEC)

ICP-MS detection conditions
RF Power 1220 kW
Plasma gas flow rate 15 L min−1

Auxiliary gas flow rate 1 L min−1

Nebulizer gas flow rate 1.13 L min−1

Isotopes monitored 63Cu, 114Cd, 207Pb
Dwell time 100 ms

SEC separation conditions
Column Superdex Peptide HR 10/30
Column dimensions 300 × 10 mm, 13 �m
Exclusion limit 20 kDa
Mobile phase composition 5 mM ammonium acetate, pH 7.6
Mobile phase flow 0.7 mL min−1
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Appropriate molar equivalents (1.0, 0.75, 0.5, 0.25) of met-
ls to bioligands, present in concentration of 1 mM, were mixed
nd incubated in 37 ◦C. Samples were stabilized with 10 mM
mmonium acetate buffer, pH 8.0, for 10 min to reach the equi-
ibrium of the complexation reaction. The ammonium acetate
uffer was used, in spite of its different pH range for the best
uffering capacity, due to its volatility and good protonation
apacity. Cadmium(II) ions introduced in higher concentrations
o the solutions, which were directly admitted to the ESI source
ave been registered also as background ions making difficul-
ies in recognizing signals with isotopic patterns related to their
omplexes. For this reason glutathione and amino acid com-
lexes with Cd(II) and other metal ions were investigated for the
ighest excess of the bioligand (Cd/Cu/Pb:ligand = 0.25:1) and
nder such conditions S/N ratio was 6–57 for signals with cad-
ium isotope pattern. In samples for SEC–ICP/ESI-MS molar

atio:bioligand was kept as 1:1. Mixture of the reagents was
urged with argon and left for 10 min to reach equilibrium of
he complexation reaction.

Intensity of negative ions related to metal complexes were
0 times higher than positive ones due to favoured deprotona-
ion of molecule assisted by pH > 7 of the incubation solution.
lthough, the whole study was carried out in negative ion mode

onsidering the specific isotope patterns of investigated met-
ls, mass spectra obtained for positively charged ions were also
nvestigated. The optimised detection and separation conditions
re summarized in Table 1.

. Results and discussion

.1. Metal binding by selected amino acids and glutathione
y SEC–ICP-MS; oxidation of glutathione in presence of
d(II), Cu(I) and Pb(II)

Due to the possibility of interactions of metal with bioligand
n the gas phase during electrospray ionisation, the presence of

etal complexes with investigated amino acids and glutathione
as checked by injection of appropriate mixtures of GSH with
etal ions on SEC column. The column was carefully washed
ith 0.1% solution of acetic acid to remove sodium and other
etal ions sorbed on the stationary phase, which could interact
ith ligands and compete with studied metals. The incubation
uffer with addition of cadmium(II) and lead(II) nitrates or cop-
er(I) complex was used as a blank sample. In the case of
ach metal ion only baseline was observed without any chro-
atographic peak, probably due to the sorption of metal on the

tationary phase (not shown).
The chromatogram obtained for injected cadmium(II) mix-

ure with glutathione just after its preparation consisted of two
eaks. The first peak (tR 16.0 min), corresponding to complex
ith higher molecular mass, was significantly increasing in time

ontrary to the second one (tR 21.5 min), which completely van-
shed after 10 h of incubation (Fig. 1a and b). The presence of

mM of beta-mercaptoethanol (BMSH) in the starting sample
f glutathione with cadmium(II) augmented the second peak
wice and restrained investigated complex transformation into
he higher molecular mass compound. This could indicate that

b
m
s
m

Post column makeup flow for ESI-MS 0.2 mL min−1 of MeOH
Sample volume 100 �L

rst peak corresponds to oxidised form of glutathione with cre-
ted disulphide bridge. Although, two chromatographic peaks
ere observed also for mixture of glutathione with lead(II) the
rst peak was dominating already after 15 min of incubation.
nly one signal (tR 15.3 min) was observed in case of mixture
f glutathione with copper(I) and was corresponding only to oxi-
ised GSH (Fig. 1a). Similar effect of oxidation was observed
or cysteine after addition of metal ions. In case of glutamic acid
nd glycine for Cd(II) and Pb(II) only one peak was observed at
6.7 min, and two for Cu(I) at 16.6 min and 18.4 min (Fig. 1c).
urprisingly, the peak area of the second one was stable in time
hile the first peak corresponding to bigger compound contain-

ng copper disappeared after 4 h of incubation. The precision for
etention times was established for five injections of glutathione
ixture with Cd(II) and Cu(I) after 4 h of incubation and was

.7% and 4.2%, respectively. Although peak areas are somewhat
ariable (almost 20% for three fresh prepared samples), due to
he sorption of metal ions on the stationary phase, registered
eaks confirm the presence of metal complexes in the solution.
till, the effect of oxidation process of glutathione and cys-

eine need to be verified and the polymorphism of Cu–Gly/Glu
omplexes manifested by two chromatographic peaks should be
lucidated.

.2. ESI-MS investigation of cadmium binding to GSH,
ys, Glu and Gly

The discussion on stoichiometry of the metal complexes with

ioligands is based on the accurate calculation of their molecular
asses including isotope pattern. The comparison of registered

ignals on the mass spectrum with theoretical isotope pattern
ade possible to specify charge of the complex and the number
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Fig. 1. Chromatograms (SEC–ICP-MS) obtained for mixtures of copper(I) (top,
bold lines), cadmium(II) (medium, regular lines) and lead(II) (bottom, dashed
lines) with glutathione (a), cysteine (b), and glutamic acid (c) 15 min after prepa-
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bioligands can be formed without participation of thiol group
ation. Chromatograms obtained for mixture of cadmium with glutathione after
h (bottom line) and 17 h of incubation (top line).

f hydrogen atoms that must be removed to give the observed m/z
alues. In the mass spectrum obtained for glutathione mixture
ith Cd(II) three signals at m/z 306 (not shown), 613 and 611
ere found (Fig. 2a), which correspond to conjugate base of glu-

athione [GSH-H]−, proton bound cluster [(GSH)2-H]− and its
xidised form with disulphide bridge [GSSG-H]−, respectively.
n spite of degassing of solvents and addition of metal ion in
nert gas atmosphere, the oxidation of glutathione is difficult to

void. In this case the addition of BMSH is unwanted because it
s expected to interrupt the equilibrium of the complexation reac-
ion. Oxidation of glutathione in presence of Cd(II) is relatively

a
u
a
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low. After 10 min of incubation at 37 ◦C intensity of the signal at
/z 611 achieved only 57000 cps, which was 5% of the intensity
f deprotonated quasi-molecular ion of glutathione [GSH-H]−
nd increased linearly during 8 h of incubation to reach plateau
or next 17 h, when intensity of [GSH-H]− constantly decreased.
ignal of theoretically most probable cadmium complex of tetra-
edral geometry with four glutathione molecules was registered
s a weak signal at m/z 1339. The comparison of the registered
ignal to the theoretical isotope pattern indicated loss of only
hree protons instead of expected five. This phenomena could
e explained by deprotonation of carboxylate groups accompa-
ied by hydrogen transfer to amine group which can be expected
t pH 7.4 and were suggested already by other researchers [7].
he same mechanism with hydrogen transfer could be proposed

or the formation of ion [Cd(GSH)3-3H]− at m/z 1032, which
an also be a product of partial fragmentation in the gas phase
f ion at m/z 1339. To verify the role of reactions in the gas
hase, the influence of orifice (nozzle-skimmer) voltage in the
ange 40–120 V and incubation time in 37 ◦C on signal stability
ere checked. The intensity of signals at m/z 1032, 1339 and
450 was decreasing for higher energies and was not registered
t all after 24 h of incubation. The intensity of signal at m/z 725
orresponding to [Cd(GSH)2-3H]− was found to rise with ori-
ce voltage until maximum reached for 80 V and to decrease
lightly (30% loss of intensity after 10 h). After 24 h the signal
t m/z 723 instead of 725 was found which could correspond to
he loss of two hydrogen atoms during creation of glutathione
isulphide (GSSG). Acidification of the solution with acetic acid
to pH 5.0) resulted in only slight loss in intensity (20%) of the
ignal at m/z 725 when other ions containing three or four glu-
athione molecules were completely decomposed. This could
ndicate, that cadmium complex in which metal ion is bound by
wo thiolate groups is dominant and most stable form among
iscussed above. The smallest, singly charged ion [Cd(GSH)-
H]− at m/z 418 exhibited similar stability in time as well as
ther observed clusters [Cd2(GSH)2-5H]− registered at m/z 835
nd [Cd2(GSH)3-5H]− at m/z 1142, but their intensity was con-
tantly increasing with nozzle-skimmer voltage. Such ions can
e suspected to be a product of gas phase reactions in the ions
ource. The influence of time and pH on the identified cadmium
omplexes indicates, that only stable signals observed in the
ass spectrum correspond to the equilibrium reached in the solu-

ion. The changes of the orifice voltage allowed to distinguish
ost stable forms of the complexes with Cd/GSH molar ratio

:S, where S ≤ 2.
Similar characteristic of Cd(II) binding, accompanied by loss

f two hydrogen atoms per one coordination centre, can also be
bserved for its simple complexes with amino acids like cys-
eine (ion registered at m/z 353) and glutamic acid (m/z 405)
Fig. 2b and c). Despite the fact that glutamic acid does not
ontain thiol group, both amino acids form clusters containing
wo Cd atoms [Cd2L3-5H]− at m/z 584 for cysteine and 662
or glutamic acid. This indicates that complexes with examined
s it was observed by SEC–ICP-MS. Cadmium also creates
nstable clusters with glutamic acid and glycine observed as
n ion [CdL3-3H]− (registered at m/z 552 for Glu and 336 for
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ig. 2. Mass spectra of cadmium complexes in solutions containing 2.5 mM o
cid-E. In the inset of mass spectrum of glutathione (a) the comparison of enl
elected cadmium complexes is presented.

ly – the last is not shown). The intensity of ions at m/z 405,
52 and 662 was slightly decreasing in time simultaneously to
trong rise of signal at m/z 146 corresponding to quasi-molecular
on [Glu-H]−. Similar behaviour was observed for glycine. The
lteration of the orifice voltage helped to distinguish most sta-
le forms with Cd/Glu molar ratios Cd1/Glu2 and Cd2/Glu3.
lthough, signal corresponding to ion [Cys-H]− was stable in

ime, signal at m/z 239 for ion [(Cys)2-H]− was increasing sig-
ificantly, which could be due to releasing cystine instead of
ysteine from complexes. An ion at m/z 584 corresponding to
luster [Cd2Cys3-5H]− was found to be more resistant to volt-
ge applied at the orifice than ion [Cd1Cys2-3H]− registered at
/z 353. Both of them were found to be equally stable during
0 h of incubation.

The obtained results have allowed to classify the com-
lexes according to the decreasing stability in the following
rder: (GSH)1/2Cd1 ≥ Cys1/2Cd1 � Glu2Cd1/Gly2Cd1. Com-
lexes suspected to be created through the proton transfer from
arboxylic group to amine one exhibited lower stability than
omplexes created through the loss of hydrogen atom. The pro-
osed order of stability clearly indicates that thiol group reveals
he highest affinity to cadmium.

.3. ESI-MS investigation of copper binding to GSH, Cys,
lu and Gly

In order to avoid oxidation of cysteine residue in glutathione,

opper ions were used as Cu(I). The 0.25 molar equivalent
f copper(I) to glutathione guaranteed optimal signal intensity
gainst the noise (S/N = 17–400, for signals of copper isotope
attern). In spite of preparation of the reaction mixture in atmo-

s
b
i
O

II) and 10 mM of ligands: (a) glutathione-G, (b) cysteine-C and (c) glutamic
experimental isotopic pattern (solid line) and theoretical one (histogram) for

phere of argon, the oxidation of glutathione was significantly
ast. Two minutes after mixing of the reagents, quasi-molecular
on at m/z 611 of [GSSG-H]− reached intensity of 450 000 cps,
fter 1 h – 500 000 cps while signal at m/z 306 reached only 6% of
hat intensity. The oxidation process of glutathione after addition
f copper(I) (ECu(II)/Cu(I) = 0.15 V [23]) takes place immediately
nd is difficult to prevent, especially during admission of the
ample into the ion source. Due to that fact two molecules
f oxidised glutathione with disulphide bridge (GSSG) can be
xpected to create cluster with copper instead of GSH. In the
ass spectra obtained for the mixture of glutathione with cop-

er(I), two main singly charged ions were observed at m/z 672
nd 1284 (Fig. 3a). In both cases the isotopic pattern correspond-
ng to only one copper atom was observed. For the first ion the

olar ratio Cu:GSH = 1:2 was proposed with loss of five hydro-
en atoms and for the second Cu:GSH = 1:4 with the loss of six
ydrogen atoms, which could suggest the presence of Cu(II) in
he solution. The observed complexes were stable during 24 h
f incubation and were found to be resistant to higher energies
pplied in the interface zone and to lower pH (4.2) of the solution
or which signals corresponding to cadmium complexes could
ot be found.

In the case of cysteine, oxidation of its molecule in the sys-
em with copper(I) is also observed. Cystine (Cys)2, dimer of
ysteine with disulphide bridge was found as a dominant form in
olution. This may suggest, that most of the signals correspond-
ng to complexes containing more than one cysteine molecule

hould be rather attributed to compounds with cystine. This can
e confirmed by the fact, that formation of the smallest registered
on at m/z 540 is accompanied by the loss of six hydrogen atoms.
f course, electrospray experiments cannot define exact coordi-
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ied above (Fig. 4). The signal at m/z 611 measured for the initial
mixture of Pb(II) and GSH achieved 15% of the signal at m/z
306 and was increasing in time obtaining 30%, 60% and finally
80% after 2, 6 and 24 h, respectively. The simplest cluster with
ig. 3. Mass spectra obtained for solutions containing Cu(I) and R in molar
cid-E. The comparison of theoretical isotopic pattern (histogram) obtained for
s presented in inset of mass spectra.

ation of metal ion, because proposed structure is limited to exact
olecular mass balance. Very weak but stable signal at m/z 603

registered also in positive ion mode at m/z 605) corresponds to
he ion consisting of two copper atoms and four cysteine residues
or two cystine residues) obtained by loss of six hydrogen atoms
Fig. 3b). According to isotope patterns, signals registered at
/z 639, 666 and 843 correspond to three, two and three copper

toms, respectively. The most abundant and unstable ion, at m/z
66 can be attributed to the adduct with acetate. The ion regis-
ered at m/z 843 can be formed from the latter by incorporation
f Cu–Cys unit (Fig. 3b). The presence of acetate (main ingredi-
nt of incubation buffer) in copper clusters can be explained by
igher affinity of copper ions to carboxylic group than to thiol
ne. Copper creates clusters with glutamic acid and glycine (not
hown) similarly to cadmium (Fig. 3c), but in this case longer
ncubation time enhances their intensity. Smaller ions, formed
oth for glutamic acid and glycine [CuL2-3H]− registered at
/z 354 for Glu and 210 for Gly and [Cu2L3-5H]− registered

t m/z 562 for Glu and 346 for Gly (glycine not shown) could
ot be classified as fragment ions because of their smaller resis-
ance to fragmentation voltage than ion [Cu3L4-7H]− – m/z 772
or Glu and 482 for Gly, whose intensity was linearly increas-
ng. Moreover, signal at m/z 208 was found to correspond to ion
CuGlu-H]− but its intensity was very low (S/N = 3) and its sus-
eptibility to different ionisation conditions and incubation time
ould not be discussed. Stability of copper complexes changes
n time as follows: Glu–Cu/Gly–Cu > GSSG–Cu > Cys2–Cu or

ys–Cu and proves more hard character of copper ion in compar-

son to soft Cd2+. Although, the experiments carried by ESI-MS
o not allow to state the charge of copper ion, the involvement of
u(II) in formation of clusters cannot be excluded. The loss of

F
i
c

Cu: R = 1:4 of (a) R = glutathione-G, (b) R = cysteine-C and (c) R = glutamic
lex with one, two and three atoms of copper and experimental one (solid line)

eutral molecule CO2 typical of gas phase reduction of copper
as observed neither for positive nor negative ion mode [14].
lthough the high ability of copper to oxidise GSH is certain,

he creation of Cu–GSSG clusters should be confirmed.

.4. ESI-MS investigation of lead binding to GSH and Cys

The influence of lead(II) addition on glutathione oxidation
as found to be intermediate in comparison to metal ions stud-
ig. 4. The influence of incubation time on intensity of [GSSG-H]− ion reg-
stered at m/z 611 after addition of cadmium(II) (regular line with rhombus),
opper(I) (bold line with triangles) and lead(II) (thin line with circles).
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ig. 5. Mass spectra of lead complexes solutions containing Pb(II) and R in m
nfluence of number of lead atoms on isotopic pattern for complexes [2G + Pb −
s presented in inset of mass spectrum obtained for glutathione complex.

olar ratio 1:1 with maximum intensity for 100 V was regis-
ered at m/z 512 (Fig. 5a). The loss of three hydrogen atoms
nd good stability of this complex indicate that not only thiol
roup takes part in binding of metal. Another, less stable clus-
er [Pb(GSH)2-3H]− (at m/z 819 with maximum intensity for
0 V) was decomposing during incubation and transferring into
on observed as a signal at m/z 817, probably due to the loss of
wo hydrogen atoms during creation of sulphur bridge. Hence,
he activity of GSSG in lead binding cannot be omitted for ions
egistered at m/z 1025 and m/z 817. Additionally, the intensity
f both signals was increasing in time as well as signal corre-
ponding to dimer of the glutathione, providing confirmation
or proposed structures (Fig. 5a). Signals at m/z 1126, 1433 cor-
espond to complexes with Pb/GSH molar ratios 1:3 and 1:4
reated with the loss of only two hydrogen atoms, which indi-
ates the necessity of proton transfer. Discussed ions are stable in
ontrast to equivalent ones with cadmium, which could indicate
igger influence of reactions in the gas phase of ion source.

The importance of thiol group in complexation of lead(II)
as investigated in the system Pb(II)–cysteine. After addition
f metal ion signal corresponding to quasi-molecular ion of cys-
ine at m/z 239 achieved 40% of intensity of cysteine’s one at
/z 120. After 24 h of incubation signal at m/z 239 became dom-

nant and the signal at m/z 120 dropped to 10% of cystine peak
ntensity. Signals related to complexes with one atom of lead reg-
stered at m/z 326, 362, 447 and 481 with maximum intensity
or 80 V were found to be unstable in time (Fig. 5b). For signals

t m/z 362 and 481 the presence of two neutral molecules of
ater in the complex was suggested but their stability in spite of
ariation of fragmentation energy is rather surprising. Signals at
/z 653 and 685 with Pb/Cys molar ratio Pb2Cys2 and Pb1Cys4

s
s
7
n

atio Pb:R (10 mM) = 1:4 of (a) R = glutathione–G and (b) R = cysteine-C. The
and [3G + 2Pb − 5H]− (solid line) in comparison to theoretical one (histogram)

ecame dominant after 24 h of incubation. The loss of four and
ix hydrogen atoms, respectively, suggests the participation of
ystine in the second complex. The complexes of Pb(II) with
lutamic acid and glycine were not discussed because signals
ith isotope pattern of lead were impossible to distinguish from
oise.

.5. Size exclusion chromatography coupled to ESI-MS as
n approach for verification of proposed glutathione
isulphide structures

With the aim to confirm the structures proposed for the
xamined metal complexes, size exclusion chromatography was
oupled to ESI mass spectrometer. SEC column was prepared
n the same way as for SEC–ICP-MS experiments. In spite of
ilution of eluate with methanol (0.3 mL min−1), the intensity
or observed ions increased 10 times due to better efficiency
f ionisation process. Mixtures of cadmium(II), copper(I) or
ead(II) ions in molar equivalent to glutamic acid were injected
n the column. Only signals corresponding to small metal com-
lexes [MeGlu2-3H]− (at m/z 354, 405 and 819 for Cu, Cd
nd Pb, respectively) were found to coelute with free ligand.
lthough column was devoted to compounds with molecular
ass between 3–10 kDa, glutathione (Mw 307 Da) and cys-

eine (Mw 120 Da) were efficiently separated from their dimeric
pecies with disulphide bridges (Fig. 6a). Mixture of glutathione
ith molar equivalent of cadmium was separated and selected
ignals were observed in negative ion mode. Only peaks corre-
ponding to low molecular complexes were found, at m/z 418,
25 and 835. Reconstructed chromatograms for these free sig-
als (m/z 835 not shown) indicated that they coeluted with GSH,
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Fig. 6. Chromatograms reconstructed for the ions of cadmium complexes
Cd = SG (m/z 418) and GS–Cd–SG (m/z 725) complexes in comparison to glu-
tathione (m/z 613) peak (a). Chromatograms reconstructed for the ions of copper
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omplexes Cu = GSSG (m/z 672) and GSGS–Cd–GSSG (m/z 1284) and for
ead complex Pb–GSSG–Pb (m/z 1025) complexes in comparison to glutathione
imer with disulphide bridge (m/z 611) peak (b).

hile copper complexes registered at m/z 672 and 1284 coeluted
ith glutathione dimer GSSG (Fig. 6b). Similar phenomenon

as observed for signal at m/z 1025, when lead complexes were

nvestigated.
The results obtained for cysteine mixture with cadmium, cop-

er or lead followed the same pattern and indicated the role of

l
w
e
a

a 72 (2007) 1564–1572 1571

on-oxidised ligand as a complexing agent in the case of cad-
ium and lead and its dimer with disulphide bridge in the case of

opper. Reducing agent (BMSH) responsible for breaking sul-
hur bridge introduced to the system increased peak areas for
d–GSH complexes and forced the decomposition of Cu–GSSG
nes. It is known that these agents commonly used for the reduc-
ion of free phytochelatins and glutathione, were usually avoided
n case of investigation of metal complexes due to their compet-
tive character [19–22]. The obtained results proved that in the
ase of cadmium binding to thiol groups, the addition of reduc-
ng agent should be recommended to prevent the creation of
isulphide bridges during isolation of cadmium complexes with
lutathione and phytochelatins from biological tissue.

. Conclusions

Both, the SEC–ICP-MS and ESI-MS experiments have indi-
ated copper(I) as a strongest redox agent which leads to fast
nd complete oxidation of glutathione. The ESI-MS experiments
upported by size exclusion chromatography have indicated that
nstead of Cu–GSH complex stabilised with mercaptide bond the
u–GSSG complex is created due to high affinity of the metal

o amine and carboxylic group. It can be proposed due to pres-
nce of clusters with acetate. The lack of Cu(GSH)n complex
nd reported low activity of phytochelatin synthetase in litera-
ure survey could confirm the theory that presence of mercaptide
ond is necessary to induce synthesis of PCs.

SEC–ICP-MS experiments have proved that cadmium(II) can
e responsible for oxidative stress. However, the presence of
table Cd(GSH)2 complex showed by ESI-MS and confirmed
y SEC–ESI-MS suggests that Cd(II) is rather responsible for
epletion of GSH by induction of PCs synthesis.

Lead has been found as an intermediate metal which has been
esponsible for slow oxidation of GSH illustrated by SEC–ICP-

S and electrospray experiments. Low stability of Pb(GSH)2
omplex with mercaptide bond, in contrast to cadmium, and low
peed of oxidation process, in contrast to copper, do not allow to
ostulate which toxic effect is more probable. However, it can
e proposed that lead has much lower capacity for induction of
oth stress effects than cadmium and copper.

Electrospray MS has been found to be prospective tool for
he investigation of both weak and stable complexes of metal
ons with bioligands. The evaluated molecular masses of the
omplexes with confirmed lack or presence of disulphide by
EC–ESI-MS allow to determine their stoichiometry. The role
f amine or deprotonated carboxylic group presented in the
olecule of bioligand in the case of each investigated metal ion

annot be neglected especially in the case of glycine, glutamic
cid, cystine and oxidised glutathione. The affinity of metal ions
o thiol group can be put in the order: Cd2+ > Pb2+ > Cu+/Cu2+.
uch a behavior can be confirmed using HSAB concept [24].
ize exclusion chromatography has led to the elution of only
ost stable forms and has allowed to distinguish cadmium and
ead complexes with GSH and cysteine from copper complexes
ith GSSG and cystine. Although, it has not been proved that

ach ion analyzed by ESI-MS was not the gas phase product,
t least the signals found by SEC–ESI-MS and confirmed by
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bstract

In this paper, the formation of gold nanoparticles (Au NPs) as a result of the thermo-active redox reaction of chlorauric acid (HAuCl4) and glucose
n alkaline medium was identified by measuring the plasmon resonance absorption, localized surface plasmon resonance (LSPR), and transmission
lectron microscopy (TEM) images, for the formation of Au NPs displays characteristic plasmon resonance absorption bands and corresponding
SPR signals. It was found that the resulted LSPR signals could be easily detected with a common spectrofluorometer. With increasing glucose
oncentration, the LSPR intensity displays linear response with the glucose content over the range from 2.0 to 250.0 �mol l−1. Thus, a novel assay

f glucose was established with the limits of determination (3σ) being 0.21 �mol l−1, and the detection of glucose could be made easily in the serum
amples of diabetes sufferers. Mechanism investigations showed that the activation energy and molar ratio of the reaction were 34.8 kJ mol−1 and
:2, respectively.

2007 Elsevier B.V. All rights reserved.
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. Introduction

Diabetes has historically been, and remains a persistent dis-
ase associated with the serum glucose content. So, it is very
mportant to develop a simple and convenient assay for glucose.
o date, a number of different glucose sensors using glucose
xidase have been reported [1–4]. These sensors, however, lack
tability due to the intrinsic nature of enzyme, and the activity
f modified electrode decreases quickly owing to the accumu-
ation of chemisorbed intermediates that block the catalystic
urface [5]. There are also methods for glucose assay based on
he competition between glucose and a sugar-containing macro-

olecule, such as dextran for binding to concanavalin A (Con
) [6–8]. The limitation of these methods, however, is that Con

is not specific to glucose, and may tend to agglutinate and pre-

ipitate in a few hours. In addition, the agglutinating property
f Con A greatly reduces its specificity and applicability [9].

∗ Corresponding author. Tel.: +86 23 68254659; fax: +86 23 68866796.
E-mail address: liyf@swu.edu.cn (Y.F. Li).
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ized surface plasmon resonance (LSPR); Activation energy

t the same time, several advanced nanomaterial, such as C/Fe
anocomposite (CFN) [10], boron-doped diamond (BDD) elec-
rodes [11], Pt nanoparticles modified carbon nanotubes [12],
he flow-injection analysis of glucose without enzyme based on
lectrocatalytic oxidation of glucose at a nickel electrode [13],
ll of them are nonenzymatic glucose sensor, and can reduce the
ffect of oxygen, ascorbic acid and uric.

Gold nanoparticles (Au NPs) have been studied greatly for
enturies due to their interesting optical properties [14,15] and
romising applications [16–20]. One important aspect of the
tudies involves the attachment of biomolecules or ligands to
he nanoparticles’ surface through thio-groups or amino-groups,
hich lead to absorption changes of gold colloids, and could
e applied for the investigations of DNA hybridization [21],
mmunoassay [22], protein [23], and preparation of multifunc-
ional NPs [24]. Nowadays, there is also proposed some simple
nd fast methods for the detection of glucose based on SERS

surface-enhanced Raman spectroscopy) signals of the enzyme
eaction product [25].

Pasternack et al. have first reported that resonance light
cattering (RLS) technique could be used to investigate the
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showed the spherical Au NPs in the presence of 4.0 �mol l−1

glucose is about 17.6 nm (left), while that in the presence of
40.0 �mol l−1 glucose is 59.3 nm (right).
X.W. Shen et al. / Tala

ormation of aggregated choromophores with a common spec-
rofluorimeter [26,27], and it has been proved that the technique
ould be applied to the characterizations of aggregations or self-
ssemblies of porphyrin–porphyrin [28] and nucleic acids [29],
nd to the interactions of small organic molecules (OSMs) with
iological molecules such as protein [30–32]. In these inves-
igations, RLS technique not only shows high sensitivity but
lso offers additional benefits of simplicity and versatility [33].
n principle, the spherical gold nanoparticles characteristically
xhibit a single strong absorption band that is not present in
he spectrum of the bulk gold, and this absorption band occurs
hen the incident photon frequency is resonant with the collec-

ive oscillation of the free electron cloud of the particle and is
nown as localized surface plasmon resonance (LSPR) [34]. We
xpect that the light scattering signals resulted from the LSPR
ould be detected using a common spectrofluorometer, and we
erein propose a visual light scattering detection method of glu-
ose in the serum samples of diabetes based on the measured
SPR signals. With the Au NPs resulted from the reaction of
lucose and HAuCl4 in this contribution, we detect the glucose
ithout any modification based on the strong LSPR signals of

he Au NPs.

. Experimental

.1. Apparatus

The LSPR measurements were made with a Hitachi F-4500
pectrofluorometer (Tokyo, Japan), the absorption ones with
itachi 3010 spectrophotometer (Tokyo, Japan). The galvan-
thermy constant temperature bath was used to control the
emperature (Shanghai Apparatus Company, China). A Tecnai
0 electron microscope (FEA, America) was used to detect the
EM images. The Hitachi 7060 automatic analyzer (Tokyo,
apan) was used to detect the glucose in blood serum with
nzyme linked immunosorbant assay (ELISA).

.2. Reagent

HAuCl4·3H2O (99.9%) was commercially purchased from
eijing Hengye Zhongyuan Co. (Beijing, China), glucose from
eibei Chemical Reagent Co. (Chongqing, China), and 10.0 nm
u NPs (1/10,000) from Sino-American Biotechnology Co.

Luoyang, China).
Stock solutions of 1.0 × 10−3 mol l−1 glucose and 1.0 ×

0−2 mol l−1 HAuCl4 were prepared by directly dissolving their
olid into doubly distilled water. The working solution was
btained by directly diluting the stock solutions with doubly
istilled water. Britton–Robinson (BR) buffer solution was used
o control the pH values of the interacting system. All the other
eagents were of analytical grade. Doubly distilled water was
sed to prepare all the solutions.
.3. Procedures

Into a 10.0-ml flask, 1.0 ml BR buffer (pH 11.20), 1.0 ml 2.0
mol l−1 HAuCl4, an appropriate volume of the glucose solu-

F
g
t
1

2 (2007) 1432–1437 1433

ion and 10.0 �l commercial standard 10-nm Au NPs (1/10,000)
ere added, the solution was mixed thoroughly in each of these

teps. After diluted to the scale and mixed thoroughly again,
he mixture was incubated for 5 min at 373 K, and cool to room
emperature.

The LSPR spectra were obtained by scanning simultaneously
he excitation and emission monochromators of the F-4500 spec-
rofluorometer from 220 to 700 nm (namely, �λ=0 nm). All

easurements were made with 5.0 nm slit-width of the excita-
ion and the emission of the spectrofluorometer. Herein, in order
o observe the red shift of the resulted spectra more clearly,
e chose 420 nm as the beginning of both their absorption and

cattering spectra.

. Results and discussion

.1. Spectra characteristics and color changes

Fig. 1 shows the absorption of Au NPs resulting from the
eaction between HAuCl4 and glucose. It could be found that the
bsorption of HAuCl4 is very low over the range of 420–700 nm.
y the addition of glucose, an absorption peak appearing nearby
22 nm can be found, indicating the formation of Au NPs, which
ould be identified with the TEM images showing in Fig. 2. Au
Ps are well known to display strong plasmon absorption bands
ue to electron oscillations induced by the incident light [35]. We
an educe that the resulted Au NPs should be spherical as they
as only one strong plasmon absorption band [36]. In addition,
t was found that plasmon absorption bands get red-shifted from
28 to 546 nm with the increasing glucose concentration, and
ccompany with color changes from orange red to wine red,
hen to red purple (the inset picture in Fig. 1), indicating that the
ize of Au NPs gets larger and larger [35]. TEM images (Fig. 2)
ig. 1. The absorption of Au NPs resulting from the reaction of HAuCl4 and
lucose (the inset picture shows the color change of the solution). Concentra-
ions: glucose (1–8, �mol l−1), 0.0, 2.0, 4.0, 6.0, 8.0, 10.0, 20.0, 40.0; BR (pH
1.20), 1.0 ml; HAuCl4, 0.20 mmol l−1; Au seeds (10 nm, 1/1000), 10.0 �l.
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ig. 2. TEM images of Au NPs produced in the reaction. Concentrations:
AuCl4, 0.20 mmol l−1; glucose, 4.0 �mol l−1 (left), 40.0 �mol l−1 (right); BR
uffer (pH 11.20), 1.0 ml; Au seeds (10 nm, 1/1000), 10.0 �l.

Fig. 3 shows the light scattering signals before and after the
eaction. The light scattering signals of glucose or HAuCl4 alone
etected with a common spectrofluorometer are very weak, but
hat after the reaction are very strong. Also, we could find that
he LSPR signals of Au NPs in Fig. 3 got red-shifted from 553 to
63 nm with the increasing concentration of glucose from 8.0 to
0.0 �mol l−1. Therefore, the LSPR signals could identify the
ize-increasing tendency of the formed Au NPs with increasing
lucose concentration, identical with the results measured by
he absorption and TEM.

.2. Optimal conditions of the assay

It was observed that Au NPs could not be formed under
eutral or acidic pH conditions. LSPR signals of Au NPs indi-
ating the formation of Au NPs from the reaction of glucose and
AuCl4 began to increase only in the medium of pH higher than
0.38, and the maximal of LSPR signals could be available in

he medium of pH 11.20, then, began to decrease. Under such
onditions, the LSPR intensity of HAuCl4 or glucose alone was
ery low over the all pH range (Fig. 4). Without any addition
f surfactant in the room temperature, we traced the absorption

ig. 3. LSPR spectra of Au NPs resulting from the reaction of glucose and
AuCl4. Concentrations: HAuCl4, 0.2 mmol l−1; BR buffer (pH 11.20) 1.0 ml;
lucose (from 1 to 9, �mol l−1), 0.0, 0.0 (without HAuCl4), 2.0, 4.0, 6.0, 8.0,
0.0, 20.0, 40.0; Au seeds (10 nm, 1/1000), 10.0 �l.

3

i
m

F
�

b

ig. 4. Effect of pH on the LSPR intensity. Concentrations: HAuCl4,
.20 mmol l−1; glucose, 20.0 �mol l−1; Au seeds (10 nm, 1/1000), 10.0 �l.

pectra of the Au NPs, and found that the resulted absorption
pectra almost have no change at least in 1 month.

It was found that the initial concentration of glucose
as strong effect on the reaction velocity. The reaction pro-
eeded very slowly even if the glucose concentration reaches
0.0 �mol l−1 at room temperature. Although increasing tem-
erature could prompt the reaction, more than 20 min in boiling
ater bath was needed if the concentration of glucose is lower

han 4.0 �mol l−1. Inspired by the catalytic effect of metallic
eeds on the synthesis of gold and silver NPs [37], we added
0.0 �l Au NPs (10.0 nm, 1/10,000) to catalyze this reaction.
ig. 5 shows the time course of this reaction, indicating that the
eaction can be finished in 5 min with the catalysis of Au seeds.

.3. Activation energy of this reaction
As the temperature could prompt this reaction, we measured
ts activation energy. According to Arrhenius experiential for-

ula, the activation energy is a constant when the temperature is

ig. 5. Effect of time on the LSPR intensity. Concentrations: glucose (1–8,
mol l−1) 0.0, 2.0, 4.0, 6.0, 8.0, 10.0, 20.0, 40.0; HAuCl4, 0.20 mmol l−1; BR
uffer (pH 11.20), 1.0 ml; Au seeds (10 nm, 1/1000), 10.0 �l.
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Fig. 7. Effect of the ratio between glucose and HAuCl on the LSPR intensity.
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ig. 6. Effect of temperature on the LSPR intensity. Concentrations: glucose,
.30 mmol l−1; HAuCl4, 0.20 mmol l−1; BR buffer (pH 11.20), 1.0 ml; Au seeds
10 nm, 1/1000), 10.0 �l. Temperature (1–3): 360 K, 366 K, and 373 K.

ithin a given range. To obtain the activation energy, we chose
hree temperatures of 373, 366 and 360 K.

According to the former referrence [38], if the initial concen-
rations of the reactants are uniform, we can obtain the Ea value
f an equation as following:

n(
t1

t2
) = Ea

R
(

1

T1
− 1

T2
)

It means that we can work out the Ea value by the time needed
o finish the reaction in two or more given temperature. Wherein
a is activation energy. Here, T1 and T2 are the reaction temper-
tures, k1 and k2 are the reaction rate, t1 and t2 are the reaction
ime, and n is the reaction order.

As the experimental conditions are unchanged, it is rea-
onable to suppose that stable LRLS signals can indicate the

nd of the reaction. As Fig. 6 shows, the ultimate intensity of
RLS signals were the same at these different temperatures,
nd the reaction could be finished within 60, 75 and 90 s for
.30 mmol l−1 glucose. Thus, we can calculate out that the acti-

p
i
r
o

able 1
olerance of foreign substances

ubstance Concentration (10−5 mol l−1) Change in IRLS (%) S

l3+, Cl− 0.6 6.72 l
b2+, NO3

− 0.6 8.93 l
a2+, Cl− 5.0 5.71 l
u2+, SO4

2− 0.6 7.26 l
e3+, Cl− 0.8 4.52 l
a2+, Cl− 5.0 7.56 l
g2+, Cl− 1.0 1.32 C

DTA 5.0 3.45 H
+, Cl− 10.0 5.61 B
H4

+ 10.0 −3.25 T
-Tyrosine 100.0 −0.38 T
-Tryptophan 100.0 −3.14 S
ucrose 0.1 7.68 F

a Values in mg ml−1.
b Values in percent. Concentrations: HAuCl4, 0.20 mmol l−1; BR (pH 11.20); gluco
c SDBS represents sodium dodecyl benzene sulfonate.
4

oncentrations: HAuCl4, 0.20 mmol l−1; BR buffer (pH 11.20) 1.0 ml; Au seeds
10 nm, 1/1000), 10.0 �l.

ation energy are 36.2, 33.3 and 34.8 kJ mol−1, respectively,
ith the average value is 34.8 kJ mol−1, indicating that the

eaction needs a high temperature to prompt this reaction.

.4. The reaction ratio between glucose and HAuCl4

We can educe that different pH values could affect the LSPR
ntensity of the solution according to Fig. 4, at the same time,
s one mole of HAuCl4 contains one mole of HCl, it means that
he concentration of HAuCl4 can strongly affect LSPR intensity
f the solution. Thus, in order to obtain steady experimental
esults, we chose to keep the concentration of HAuCl4 constant
nd added a series of glucose for the determination of reaction
atio between glucose and HAuCl4. Finally, it was found that
aximal LSPR signals could be available when glucose and
AuCl4 were close to proportion of 3:2 (Fig. 7), which was

robable the the reaction ratio between glucose and HAuCl4, and
ndicates the glucose changes to glucose acid in this reaction, this
esult is consistent with reference [39]. In addition, the repulsion
f carboxyl group of the glucose acid absorbed around the Au

ubstance Concentration (10−5 mol l−1) Change in IRLS (%)

-Arginine 100.0 −2.95
-Glycin 100.0 −3.72
-phenylalanine 100.0 −4.32
-serine 100.0 −3.85
-Cystine 100.0 −2.45
-Lysine 100.0 −3.88
reatine 100.0 1.50
SAa 2.0 × 10−4 4.65
SAa 2.0 × 10−4 5.02
ritonX-100b 0. 08 −5.1
ween-80b 0. 08 −7.61
DBSc 2.0 −4.51
ructose 0.1 3.23

se, 5.0 �mol l−1; EDTA, 50.0 �mol l−1; Au seeds (10 nm, 1/1000), 10.0 �l.
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Table 2
The content of glucose in real samples (n = 5)

Sample Found (�mol l−1) R.S.D. (%) Reference method (�mol l−1) Error (%)

1 5.83 4.63 6.30 7.46
2 6.52 2.85 7.10 8.17
3 9.73 3.15 10.80 9.84

C 11.20), 1.0 ml; Au seeds (10 nm, 1/1000), 10.0 �l. The serum of diabetes suffer was
b
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oncentrations: HAuCl4, 0.20 mmol l−1; EDTA, 50.0 �mol l−1; BR buffer (pH
rought from the Ninth People Hospital of Chongqing (Chongqing, China).

Ps makes them very stable. On the other hand, the alkaline
ondition for the reaction could also make the formed Au NPs
uch stable [40], that is the reason the experiment need not

urfactant.

.5. Effect of foreign substance on the reaction

The influences of foreign coexisting substances such as pro-
eins, amino acids, surfactants and metal ions were tested. The
esults are showed in Table 1. Of all the tested substances, NH4

+,
a2+, K+, amino acids, EDTA, SDBS and Tween-80 can be
llowed at higher concentration level; while Mg2+, Pb2+, Fe3+,
u2+, Al3+, Ba2+, BSA and HSA can be allowed at lower con-
entration level, which are possibly due to the hydrolyzation of
etal ions and the denaturalization of protein in the this alkaline
edium. Sucrose and fructose cannot be allowed at high con-

entration because they are homologs to glucose. However, it is
nown that glucose is the only free sugar in blood found at high
oncentration [3], so only a small quantity of free sucrose and
ructose exists in the human blood serum. If adding EDTA to
educe the hydroxylation of metal ions, and trichloroacetic acid
o exclude the proteins, the affect of metal ions and proteins
an be reduced. So, we chose adding an appropriate concentra-
ion of EDTA and trichloroacetic acid into the work solution,
hen, a method for the detection of glucose in serum sample was
onstructed.

.6. Calibration curves and sample determinations

According to the above standard procedures, series concen-
rations of glucose were used to construct the calibration curves.
s the red shift only have trivial affect on the LSPR intensity
ear 550 nm, in order to work out linearity between glucose and
he LSPR intensity expediently, we chose 550 nm as the final
ntensity values. There were linear relationships between the
SPR intensities and the glucose concentrations over the range

rom 2.0 to 250.0 � mol l−1(Fig. 8), and the linear regression
quation is �I = 2.58 + 7.53c (c, �mol l−1) with the correlation
oefficient of 0.9984 and the limit of determination (LOD, 3σ)
f 0.21 �mol l−1, showing our present method is very sensitive
or the detection of glucose.

To test the method, we detected three serum samples
collected from the Ninth People Hospital of Chongqing,

hongqing, China) of the diabetes suffers. These samples
nly experienced easy pretreatments by using 2.0 mol l−1

richloroacetic acid to precipitate and remove the proteins in
resh human serum samples [41] with centrifugation, and by

N
2

ig. 8. calibration curve of the relationship between the LSPR intensities and
he glucose concentration. Concentrations: HAuCl4, 0.20 mmol l−1; BR buffer
pH 11.20) 1.0 ml; Au seeds (10 nm, 1/1000), 10.0 �l.

iluting the supernatant solution 1000-fold. Considering that
etal ions in the samples might exist, an appropriate of EDTA
as added into both of the real samples. The subsequent detec-

ion showed that the results with standard addition method are
dentical to those of the enzyme linked immunity technique
sed by the hospital, indicating our method is reproducible and
eliable (Table 2).

. Conclusion

In this contribution, a glucose method was proposed based on
he fomration of gold nanoparticles with a common spectrofluo-
ometer. The detection of real samples in diabetic serum shows
ur method is sensitive, effective, reliable, simple, and conve-
ient. This reaction makes it easy to presumably judge without
ny help of apparatus whether there is glucose in our serum
y observing the color change of the reaction solution. Further-
ore, the formation of Au NPs was very stable by this method,

o it may aslo be a valuable approach for the developments of
u NPs preparation for the demands of other researches.
All authors herein are grateful to the supports from the
ational Natural Science Foundation of China (NSFC, No:
0425517; 30570465).
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bstract

A chemiluminescence one-shot sensor for hydrogen peroxide is described. It is prepared by immobilization of cobalt chloride and sodium lauryl
ulphate in hydroxyethyl cellulose matrix cast on a microscope cover glass. Luminol, sodium phosphate and the sample are mixed before use

nd applied on the membrane by a micropipette. The calibration graph is linear in the range 20–1600 �g/L, and the detection limit of the method
3σ) is 9 �g/L. A relative standard deviation of 4.5% was obtained for 100 �g/L H2O2 (n = 11). The sensor has been applied successfully to the
etermination of hydrogen peroxide in rainwater.

2007 Elsevier B.V. All rights reserved.

eywords: Chemiluminescence; Sensors; Hydrogen peroxide; Rainwater
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. Introduction

Hydrogen peroxide, H2O2, plays an important role in atmo-
pheric and biochemical processes. It is formed in the reaction of
ydroperoxyl radicals (HO2

•) and their hydrated form, produced
y the photochemical reactions of atmospheric trace gases, such
s ozone and volatile organic compounds [1]. Hydrogen perox-
de is considered as the most efficient oxidant for the conversion
f dissolved sulphur dioxide (SO2) to sulphuric acid (H2SO4) as
he main contributor to the acidification of rainwater [2–6]. H2O2
an be decomposed by various aqueous chemical processes such
s reaction with dissolved SO2, catalyzed destruction by tran-
ition metals such as Fe, Cu, Mn, oxidation by OH radicals,
nd photolysis [3,7–9]. Concentrations of H2O2 within a range
.01–199 �M for continental rainwater were reported in studies

2]. Generally, the levels of hydrogen peroxide are higher in the
ummer and lower in the winter [10–12]. It was found that levels
f H2O2 were higher in the afternoon and low at night [10,12,13].

∗ Corresponding author at: Faculty of Forestry, University of Sarajevo, Zagre-
acka 20, Sarajevo, Bosnia and Herzegovina. Tel.: +387 33 614 003;
ax: +387 33 611 349.
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Different researches have studied the effects of meteorolog-
cal and chemical factors that can effect the concentration of
ydrogen peroxide in clouds and rainwater [2,8,10,13,14].

A number of methods have been used for the determination
f hydrogen peroxide, spectrophotometry [15–17], fluorime-
ry [18,19], amperometry [20,21], and chemiluminescence (CL)
10,22–24]. Chemiluminescence has many advantages in com-
arison to other methods due to its high sensitivity, low cost, and
imple instrumentation.

Chemical sensors with immobilized or solid-state reagents
ave been used for the determination of hydrogen peroxide;
ost of them are based on chemiluminescence with luminol or

xalic esters as reagents [25–27]. The Co(II) catalyzed CL reac-
ion of luminol with hydrogen peroxide in alkaline solution has
een used quite widespread for the determination of hydrogen
eroxide. This reaction has been applied to the determination of
aseous hydrogen peroxide [28], hydrogen peroxide in seawater
29] and rainwater [30] with detection limits in the nanomolar
nd sub-nanomolar range in seawater [24].

Chemiluminescence flow sensors with immobilized luminol

nd Co(II) ions onto ion-exchange columns using hydrolysis
echnique have been applied to the determination of hydrogen
eroxide in rainwater [31]. The reported detection limit was
.2 × 10−8 mol/L.
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brane formation. The membranes were dried in the drying oven
at 70 ◦C for 4 h. They were stored in a desiccator over sodium
A. Tahirović et al. / Ta

An approach with immobilization of the Co(II)–ethano-
amine complex on a resin, Dowex-50W, lead to the con-
truction of sensitive flow sensors for the determination of
ydrogen peroxide in rainwater allowing the use of luminol in
eutral or weakly alkaline solutions with a detection limit of
× 10−7 mol/L [32].

The use of periodate in designing sensitive and interferences
ree flow-through sensors for the determination of hydrogen
eroxide in rainwater by immobilization of the reagents on an
on-exchange resin have been also reported by the same author
33]. The detection limit of the method was 1 × 10−7 mol/L.

Although some disadvantages of the CL method have been
eported due to the interfering effect of transition metal ions [10],
his reaction offers some advantages in comparison to enzyme
ased sensors. Enzymes are usually expensive, pH sensitive, and
nzyme based biosensors are often difficult to store over a longer
eriod.

The aim of this work was to develop low cost disposable
ensors for the determination of hydrogen peroxide in rainwater
ased on the reaction of luminol in the presence of Co(II) ions
s a catalyst. The sensors are simple and sensitive with a rapid
esponse.

. Experimental

.1. Apparatus

A portable laboratory-built luminometer was employed in
his work [34]. It consists of a measurement cell and the main
lectronic board, placed in a separate box. The body of the mea-
urement cell was made from aluminium in two parts, a cylindric
ontainment for the photodiode (light-sensitive detector) and
nother cylindric support for a micropipette. The latter can be
ounted on the former, where light tightness and mechanical

tability was achieved by using rubber sealings. The amplifiers
ere designed in a way that four circuits with different gains

mplified simultaneously the signal obtained from the detector,
hus allowing the monitoring of the signal without changing the
ensitivity range of the instrument. The printed circuit boards
ere assembled in surface mounted technology and directly

ncorporated in the measurement cell in order to avoid electrical
isturbances.

The photodiode was a type (OSD35 mm, Centronics)
ffering enhanced sensitivity in the near ultraviolet to blue
ange of the electromagnetic spectrum making it suitable for
easurements with luminol (emission maximum at around

25 nm). The photocurrent of the photodiode was converted
nto four differently amplified voltages (channels) by four
perational amplifiers (LTC 1050CS8, Linear Technology).
he amplification ratio between ensuing channels was around
0. The main electronic board with four microprocessors
PIC 16F874, Microchip) provided digitalization (10 bits A/D
onverter on chip) and storage of the signals, as well as data

ransfer to a personal computer via a serial interface (RS 232).
he tasks were performed with four microprocessors allowing

he measurements of all channels simultaneously. Data were
valuated on a personal computer with a laboratory-made soft-

h
S
v
a

72 (2007) 1378–1385 1379

are written in Visual Basic. The maximum height of the peak
nd the integration area were calculated by the software. Usually
he two channels with highest sensitivity were used for the data
valuation.

Spectrophotometric determinations were carried out by
UV–VIS spectrophotometer (Hitachi, model V-1500,

= 200–1100 nm).

.2. Reagents

A stock solution of H2O2 (10,000 mg/L) was prepared by
iluting a standardized 30% solution of hydrogen peroxide. The
olution was standardized by titration with KMnO4. Standard
olutions of lower concentrations were prepared daily by appro-
riate dilution of the stock. A 56.4 mmol/L luminol solution
as prepared by dissolving appropriate amount of luminol and
.250 g of Na3PO4·12H2O in water to 10 mL volume. The solu-
ion was allowed to stand for 48 h before use at 4 ◦C in the
efrigerator.

An aqueous solution of cobalt chloride (0.1 mol/L) was pre-
ared by dissolving CoCl2·6H2O (1.1896 g) in water up to
0 mL.

Aqueous solutions of EDTA (0.1 mol/L) were prepared by
issolving proper amounts of Na2H2Y·2H2O in water. Hydrox-
ethyl cellulose (HEC) was purchased from Fluka. A stock
olution of potassium titanium oxalate (25.0 g) was dissolved in
00 mL of warm water. After cooling, the solution was diluted to
00 mL. The surfactant, sodium lauryl sulphate (SLS, 100 mg),
as dissolved in water and made up to 10 mL.
All other chemicals were of analytical grade. Highly purified

ater prepared with a Milli-Q system (Brenstend, USA) was
sed for the preparation of solutions.

Trisodium phosphate dodecahydrate was purchased from
luka.

.3. Preparation of the sensor

Hydroxyethyl cellulose (150 mg) was weighed into a cen-
rifuge tube, and then cobalt chloride solution (100 �L, 0.1 M)
as added, and filled up to 8 mL with water. The solution was
laced on a vertical shaker for 48 h. Afterwards 400 �L of the
olution of sodium lauryl sulphate was added and the volume was
djusted to 10 mL; the final solution was shaken for additional
0 min.

Ten microlitres of polymer solution was dispensed onto a
icroscope cover glass (18 mm × 18 mm, Menzel-Gläser, Ger-
any) which was previously rinsed thoroughly with ethanol

96%). The glass was equipped with a self-adhesive rein-
orcement ring (polypropylene, inner diameter 5.2 mm; Avery
weckform 5308) in order to get a defined area for the mem-
ydroxide at room temperature protected from ambient light.
odium hydroxide was used as a drying agent in order to pre-
ent possible influence of gasses present in the atmosphere such
s CO2.
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Fig. 1. Determination of hydrogen peroxide with chemiluminescence sensors.

.4. Procedure

A sensor (glass support with membrane) was fixed directly on
he photodiode, and then the pipette holder was mounted over it.
uminol and sodium phosphate were added to a concentration of
.4 mmol/L and 53 mmol/L, respectively, to the sample solution
mmediately before measurements. Recording of the signal was
tarted immediately before 10 �L of the sample solution were
ispensed onto the membrane by a 10 �L micropipette. For each
easurement one new sensor was used (one-shot sensors). Data
ere evaluated by summing 100 data points starting with the
ata when the chemiluminescence reaction started. A schematic
ketch of the whole procedure is given in Fig. 1.

Spectrophotometric determination of hydrogen peroxide
ith potassium titanium oxalate was done after adding 100 �L
f H2SO4 and 200 �L of potassium titanium oxalate solution to
defined volume of sample solution and diluting up to 10 mL
ith water. Absorbance was measured at 400 nm in a 1 cm quartz

ell.

.5. Sample collection

Samples of rainwater were collected at the roof-top level of
he Institute for Analytical Chemistry, located in the urban area in
raz during June 2005. The samples were collected in polyethy-

ene containers and transported to the laboratory immediately
fter the rain. They were filtered through 0.45 �m filter mem-
ranes to remove insoluble particles. A defined amount of EDTA
1 × 10−5 mol/L) was added to each sample. The samples were
tored in the freezer at −20 ◦C until analysis.

. Results and discussion
.1. Instrumental parameters

For registering the response curve the instrumental parame-
ers were optimized. They comprise the number of repetitions of

h
a
t
F

ig. 2. Response curve of CL reaction for 100 �g/L H2O2. (a) Highest amplifi-
ation (channel 4) and (b) second highest amplification (channel 3).

/D conversions per data point and the time increment between
wo data.

For the first it was found that 150 conversions yielded
esponses which were very low in noise; thus the recording of
ne data lasted a few milliseconds only. The second parameter,
he waiting period between two subsequent data, was chosen
n order to keep the transfer time of the intermediately stored
ata to the PC reasonably short. It was found that with a period
f 350 ms the whole response curve could be represented with
round 150 points of which 100 from the start of the signal were
sed for integration because the actual signal lasted around 35 s
r even less. Fig. 2 shows a typical response as registered after
he injection of a test solution.

.2. Composition of the membrane and polymer solution

In order to prepare chemical sensors useful for the determina-
ion of hydrogen peroxide in rainwater, the signal of the sensors
hould be high enough to detect low concentrations of the
nalyte. Preliminary investigations carried out on membranes
ith different combination of constituents in the membrane and

n the analyte solution showed that the highest signals were
btained with membranes containing the polymer, cobalt chlo-
ide and the surfactant, whereas lower signals were observed
ith membranes containing all components incorporated in

he matrix [35]. The transparency of the membrane is also a
ery important factor which can influence the signal. Mem-
ranes with Co(II) are highly transparent in the absence of
odium phosphate but get very opaque in its presence. There-
ore, membranes containing the catalyst and the surfactant in
he polymer matrix were chosen, because they are sensitive
nough for measurements in the �g/L concentration range of

ydrogen peroxide; on the other hand sodium phosphate to
chieve alkalinity and luminol were added to the sample solu-
ion. A microscopic picture of a typical membrane is shown in
ig. 3.
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Fig. 5. Effect of the concentration of cobalt chloride in the casting solution on
the chemiluminescence signal. Casting solution: hydroxyethyl cellulose (1.5%
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ig. 3. Optical microscopic view on a typical membrane; magnification of 40
imes.

The quality of the membrane is essential insofar as a rather
omogeneous distribution of the catalyst is concerned. Small
rystals of cobalt chloride are finely distributed over the whole
embrane and fixed by the polymer to the support. Membrane

riterions, such as stability or solubility in the analyte solution
re not important because the sensor is used for one measurement
nly and then discarded.

The concentration of the polymer, the catalyst, and the sur-
actant in the polymer solution as well as the concentrations
f sodium phosphate and luminol in the test solutions were
ptimized. The concentration of the polymer was tested in the
oncentration range of 0.5–1.9% (m/v) (Fig. 4).
The signal is increasing up to a polymer concentration of
.7% (m/v) in the solution, and then starts to level off. The reason
or the decrease of the signal could be that the chemiluminescent
ight is scattered more in a membrane with a higher content of

ig. 4. Effect of the concentration of the polymer in the casting solution on the
hemiluminescence signal. Casting solution: hydroxyethyl cellulose (0.5–1.9%
m/v)), cobalt chloride (2 mmol/L), sodium lauryl sulphate (400 mg/L); test solu-
ion: sodium phosphate (53 mmol/L), luminol (1.13 mmol/L), H2O2 (100 �g/L);
asting volume (10 �L); sample volume (10 �L).
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m/v)), cobalt chloride (0.2–2.5 mmol/L), sodium lauryl sulphate (400 mg/L);
est solution: sodium phosphate (53 mmol/L), luminol (1.13 mmol/L), H2O2

100 �g/L); casting volume (10 �L); sample volume (10 �L).

he polymer, or that the accessibility of the catalyst gets worse
ith increased amounts of the matrix. In order to be in a range
here small variations in concentration of the polymer cause
nly slight changes of the signal, 1.5% (m/v) was chosen as an
cceptible value for the polymer concentration in the casting
olution.

The concentration of CoCl2 was varied from 0.2 mmol/L to
.5 mmol/L (Fig. 5). The CL signals increased up to a concen-
ration of 0.7 mmol/L. After that it reached a plateau so that
igher amounts of the catalyst did not show any improvement
f the response. In fact, a slight decrease of the signal could
e observed beyond 1 mmol/L. A concentration of 1 mmol/L
o(II) was therefore taken as an optimum for the casting solution

Fig. 5).
The efficiency of the chemiluminescence reaction of luminol

s dependent on the pH of the reaction medium. In the solution
he pH can be basically adjusted with NaOH. It was found that in
he membrane sodium hydroxide exerts a rather negative effect
ith a quick decrease of the signal by storage time of the sensors.
pplicable in the membrane was trisodium phosphate, which
ielded more stable and reproducible signals, but when com-
aring data with its presence and its absence in the membrane,
hosphate free polymer matrices yielded significantly higher
ignals; thus, sodium phosphate was added to the sample solu-
ion. Its concentration influence was investigated in the range
f 13–79 mmol/L. The CL signal was slightly increasing up
o a concentration of around 50 mmol/L with rather a constant
esponse from 50 mmol/L to 65 mmol/L, but increasing stan-
ard deviations occur with increasing concentrations. Beyond

5 mmol/L the signal starts to level off. One of the main reasons
or this kind of behaviour could be the increased precipitation of
he catalyst (Co2+). In order to avoid too high concentrations of a
trongly alkaline compound which can also influence the stabil-
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Fig. 6. Effect of different concentrations of sodium phosphate in the sample solu-
tion on the chemiluminescence signal. Casting solution: hydroxyethyl cellulose
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range between 100 mg/L and 800 mg/L in the casting solution
1.5% (m/v)), cobalt chloride (1 mmol/L), sodium lauryl sulphate (400 mg/L);
est solution: sodium phosphate (13–79 mmol/L), luminol (1.13 mmol/L), H2O2

100 �g/L); casting volume (10 �L); sample volume (10 �L).

ty of target analyte, 53 mmol/L sodium phosphate was chosen
s the optimum value (Fig. 6).

The amount of sodium phosphate added was high enough
o compensate pH variations of the samples or test solutions
pH 4–8), so that the resulting solutions did not produce any

ignificant deviations of the signals.

The concentration of luminol as the main reagent influences
trongly the signal (Fig. 7). The dependence of the signal on
he luminol concentration in the sample was investigated in the

ig. 7. Effect of the concentration of luminol in the sample solution on the
hemiluminescence signal. Casting solution: hydroxyethyl cellulose (1.5%
m/v)), cobalt chloride (1 mmol/L), sodium lauryl sulphate (400 mg/L); test
olution: sodium phosphate (53 mmol/L), luminol (0.28–1.69 mmol/L), H2O2

100 �g/L); casting volume (10 �L); sample volume (10 �L).
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ange of 0.28–1.69 mmol/L. The results showed an increase of
he signal up to a concentration of 1.4 mmol/L luminol in the
est solution, and after that the signals starts to level off. The
ause for decrease of the signal at the concentrations higher
han 1.4 mmol/L could be probably a reaction of luminol via its
mino group and one of the hydrazide carbonyls as a chelat-
ng agent for cobalt to form a six-membered ring, thus reducing
he concentration of free Co2+ ions [36]. Therefore, 1.4 mmol/L
as taken as an optimum value. When luminol was added to

he membrane rather than to the sample solution, generally no
ignals or very small signals appeared depending on the com-
osition of casting or test solution. The intensity of the signals
as much higher when luminol was applied in the test solution

ogether with sodium phosphate.
Addition of the surfactant to the membranes was found nec-

ssary because it provides a quick and uniform spreading of the
ample drop on the entire area of the membrane. The surfac-
ant also influences the wettability of the membranes which is
rucial for the reproducibility and the sensitivity. Various surfac-
ants (Triton X 100, cetyl trimethylammonium bromide, sodium
auryl sulphate) were tested for their ability to improve the CL
ignals and the reproducibility. Among the investigated surfac-
ants, sodium lauryl sulphate was chosen because it gave best
esults with respect to the intensity of the signals and their
eproducibility. Other investigated surfactants showed worse
eproducibility and the obtained signals were two to three times
ower as compared to signals obtained with SLS. The effect of
he sodium lauryl sulphate concentration was investigated in the
Fig. 8).
The maximum value was obtained with a concentration of

00 mg/L whereas signals were decreased at higher concentra-

ig. 8. Effect of the concentration of sodium lauryl sulphate in the cast-
ng solution on the chemiluminescence signal. Casting solution: hydroxyethyl
ellulose (1.5% (m/v)), cobalt chloride (1 mmol/L), sodium lauryl sul-
hate (100–800 mg/L); test solution: sodium phosphate (53 mmol/L), luminol
1.4 mmol/L), H2O2 (100 �g/L); casting volume (10 �L); sample volume
10 �L).
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Fig. 10. Influence of EDTA on the CL signal of H2O2 (200 �g/L). Casting solu-
tion: hydroxyethyl cellulose (1.5% (m/v)), cobalt chloride (1 mmol/L), sodium
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ions probably due to quenching effects and micelle formation
f sodium lauryl sulphate as the dominant factors.

The long-term stability of the sensors stored in a desicca-
or over sodium hydroxide during 13 days was investigated. A
ecrease of the chemiluminescence signal during whole storage
ime was noticed which summed to about 25% at the end of

onitoring period. The reason for the deterioration of the signal
ould be physical and chemical changes in the membrane such
s aging processes and also increasing turbidity of the poly-
eric matrix. Also the catalytic activity of Co(II) ions could be

hanged during the time, which can lead to a lowering of mea-
ured signals. Investigations are now in progress to increase the
torage time of the sensors.

.3. Calibration curve

Under optimum conditions, the chemiluminescence response
f the sensor was linearly dependent on the concentra-
ion of hydrogen peroxide in the range 20–1600 �g/L
ith a detection limit of 9 �g/L (3σ). The regression

quation for the signal I (integrated peak area) was I
bits × points] = 176.4 + 2293.3c(H2O2) [�g/L], with a correla-
ion coefficient 0.9991 (n = 5). The relative standard deviation
as 4.5% for 100 �g/L H2O2 (n = 11) (Fig. 9).
The calibration curve was also recorded in the presence of

thylenediaminetetraacetic acid, EDTA (1 × 10−5 mol/L), in the
est solution. At this concentration EDTA does not influence
ignificantly the signal of the analyte up to 1200 �g/L H2O2.
he change of the signal was below ±5% compared with the
ignals obtained in the absence of the complexant.

The detection limit is higher as for some other chemilumines-

ence sensors reported so far [30], but it seems very convenient
or a majority of rainwater samples, which have concentrations
f hydrogen peroxide significantly above the detection limit
mposed by this sensor. On the other hand this disadvantage is

ig. 9. Calibration graph of hydrogen peroxide with CL sensors; casting
olution: hydroxyethyl cellulose (1.5% (m/v)), cobalt chloride (1 mmol/L),
odium lauryl sulphate (400 mg/L); test solution: luminol (1.4 mmol/L), sodium
hosphate (53 mmol/L), hydrogen peroxide (20–2000 �g/L); casting volume
10 �L); sample volume (10 �L); straight line, linear concentration range; dotted
ine, investigated concentration range.
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auryl sulphate (400 mg/L); test solution: luminol (1.4 mmol/L), sodium phos-
hate (53 mmol/L), EDTA (1 × 10−4 mol/L to 1 × 10−5 mol/L); casting solution
10 �L); test solution (10 �L).

vercompensated by the simplicity of the measurement method
llowing simple field determinations.

.4. Influence of EDTA on the CL signal

It has been reported by some authors that Mn(II), Fe(III), and
ther transition metal ions present in rainwater interfere with the
ydrogen peroxide, and reduce the CL signal of luminol in the
resence of a catalyst, either by decomposing the analyte or by
nterfering with the catalyst. One of the possible ways to reduce
r eliminate these interferences is the addition of a chelating
gent in order to decrease their free ionic concentration in the
ample solution by complexation.

As ethylenediaminetetraacetic acid (EDTA) can complex
o2+ ions (catalyst) as well, the effect of EDTA on the deter-
ination of H2O2 was studied. EDTA or its sodium salt is

he most commonly used chelator because of its ability to
omplex a large number of ions over a wide pH range. Stan-
ard solutions containing 200 �g/L H2O2 and EDTA in the
ange of 1 × 10−4 mol/L to 1 × 10−5 mol/L were investigated
Fig. 10).

A concentration of 10−5 mol/L EDTA was used for subse-
uent interference studies because of its negligible influence on
he CL response while higher concentrations decrease the sig-
al significantly. The decrease of the signal is probably a results
f complexation of Co(II) ions in the membrane by EDTA at
oncentrations higher than 1 × 10−5 mol/L.

.5. Interferences
The influence of interfering ions was investigated by analyz-
ng a standard of 200 �g/L H2O2 to which increasing amounts
f interfering species were added (Table 1). Interfering ions
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Table 1
Investigation of the influence of interfering ions on CL signal

Intereferent (�g/L) Signal change (%)

200 �g/L H2O2 200 �g/L H2O2 + 1
× 10−5 mol/L EDTA

Manganase(II)
100 −15 +5
200 −20 +7
1000 −36 −3
2000 −39 −35

Iron(III)
100 −5 −3
200 +3 −9
1000 −17 −15
2000 −19 −19

Copper(II)
100 −43 +2
200 −88 −2
1000 −97 −24
2000 −100 −100

Zinc(II)
100 +3 −5
200 +2 −4
1000 +13 −6
2000 −14 −13

Cobalt(II)
100 −27 +1
200 −37 +6
1000 −49 −31
2000 −44 −42

Nickel(II)
100 +5 +8
200 −15 +3
1000 −19 −3
2000 −18 −13

Lead(II)
100 +1 +3
200 +7 +5
1000 +10 +2

w
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Table 2
Determination of hydrogen peroxide in rainwater samples with the proposed
method and spectrophotometric reference method

Samples # Total concentration
H2O2 (�g/L)a

Recovery (%)

Chemiluminescence
method

Spectrophotometric
method

1 165 ± 11 170 ± 27 97.0
2 118 ± 9 128 ± 14 92.0
3 174 ± 16 176 ± 15 98.8
4 104 ± 18 108 ± 14 96.0
5 109 ± 4 114 ± 18 95.0
6 575 ± 34 586 ± 18 98.0
7 627 ± 32 630 ± 14 99.8
8 100 ± 7 107 ± 14 93.4
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n
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c
s
L
t

The proposed sensor is selective and sensitive for determina-
2000 −19 −10

ere used in following concentrations: 100 �g/L, 200 �g/L,
000 �g/L and 2000 �g/L.

The influence of ions to 200 �g/L H2O2 was first evaluated
n the absence of EDTA.

The most serious interferences were observed with Cu(II),
ollowed by Co(II), Mn(II), at all investigated concentrations.
esults obtained for the influence of Co(II) ions show that the

eason for the decrease of the chemiluminescence signal is not
n involvement in the reaction of luminol, but simply the fast
ecomposition of the analyte in the presence of the metal ion,
ecause it is added to the sample solution prior to its application
nto the sensor. This is also in agreement with investigations
f some researches in respect to the influence of some metal
ons on the decomposition of hydrogen peroxide in aqueous

olutions through the radical chain reaction [37]. Interferences
aused by the presence of Ni(II) and Fe(III) were significant and
ot neglible for precise determinations. Interferences were more

t
a
H

9 105 ± 9 114 ± 18 92.1
0 472 ± 46 481 ± 15 98.1

a Average of five determinations ± S.D.

ronounced at higher concentrations of the investigated ions
1000 �g/L and 2000 �g/L). Co(II), Cu(II), Mn(II) interfered
t a mass ratio 1:1 with respect to the analyte. Zn(II) and Pb(II)
howed no interferences up to a concentration of 1000 �g/L.

The influence of most transition ions is highly diminished by
he addition of 1 × 10−5 mol/L EDTA. All investigated ions do
ot interfere in a mass concentration ratio of 1:1. For Mn(II),
n(II), Ni(II), Pb(II) interferences are negligible at a ratio 5:1
ut they are still present at a ratio 1:10 for all investigated ions
exhaust of the complexing capacity of EDTA). The results indi-
ate that the addition of EDTA to rainwater samples should be
dvantageous.

.6. Sample analysis

The chemiluminescence method using the sensors designed
n this work was used for the determination of hydrogen peroxide
n rainwater samples (Table 2). A validation of the method and
f the results was carried out by spectrophotometric reference
eterminations. Each sample was analyzed at the same time with
oth methods in order to avoid possible differences caused by
egradation of the analyte in the sample. As can be seen there
s a good agreement between the chemiluminescence and the
pectrophotometric method. The recovery rates referred to the
eference determinations were between 91.2% and 99.8% which
s sufficiently good for practical applications of the simple CL
evice.

. Conclusion

Low cost one-shot chemical sensors containing hydroxyethyl
ellulose as a carrier, cobalt chloride and a surfactant were con-
tructed for the determination of hydrogen peroxide in rainwater.
uminol and sodium phosphate were mixed to the analyte solu-

ion prior to analysis.
ion of hydrogen peroxide in rainwater with low detection limit
nd wide linear concentration range from 20 ppb to 1600 ppb
2O2. In comparison with previously reported flow CL sen-



lanta

s
E
f
s
a
m

i
o
i
p
i
s
a
a
r

w
a
a

A

e
A
i
w

R

[

[

[
[

[

[

[
[
[

[
[

[

[
[
[
[
[

[

[
[

[
[
[
[
[

A. Tahirović et al. / Ta

ors, this sensor has a higher detection limit, and the addition of
DTA to the sample solutions is necessary to prevent influences

rom interfering ions. The long-term stability of the sensor is
till rather short in comparison with other reported CL sensors,
nd it should be improved in further work for consideration of
ass production.
Some of the advantages of this sensor are use of very simple

nstrumentation which does not need use of pumps for reagents
r sample introduction. In case that a larger quantity of sensors
s prepared in a single batch, the surplus of time required for the
roduction is over compensated by the short analysis time, which
s significantly shorter than in most flow injection analytical
ystems. The sensor operates with small consumption of sample
nd reagents only. Due to the nature of the designed sensor to
ct for single use only, there are no such problems as leaching of
eagents from the immobilization supports as in flow systems.

The developed sensors are inexpensive and simple to produce
ith possible field application. A response time of the signal is

pproximately 35 s, so that the total time to perform complete
nalysis of the sample is about couple minutes.
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bstract

A novel gas sensor for the determination of ethanol was proposed in the present work, which was based on the generated cataluminescence
mission from catalytic oxidation of ethanol on the surface of ZnO nanoparticles. The cataluminescence characteristics and the effect of different
arameters on the signal intensity, such as morphology of synthesized ZnO, temperature and flow rate, were discussed in detail. Under the

ptimized experimental conditions, the calibration curve of cataluminescence intensity versus ethanol vapor concentration was linear in the range
.0–100 ppm, and with a detection limit of 0.7 ppm (S/N = 3). Compared with the traditional electrical conductivity-based ZnO gas sensor for the
etermination of ethanol, the proposed ethanol sensor showed the advantages of high sensitivity, high selectivity and low working temperature.

2007 Elsevier B.V. All rights reserved.
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. Introduction

In the field of gas sensors, it is well known that ethanol vapor
s one of the most exhaustively studied gases, particularly due to
he great demand in the biomedical, chemical, and food indus-
ries, especially in wine-quality monitoring and breath analysis
1–7]. Metal oxide semiconductor, usually representing a prop-
rty that the electrical conductivity varies with the composition
f the gas atmosphere surrounding it, is a popular and useful
ensing material for ethanol vapor sensing. Many researchers
ave devoted themselves to develop ethanol vapor sensors based
n semiconductor metal oxides, such as ZnO, SnO2, TiO2, WO3,
e2O3 and In2O3 [8–15]. However, most of the traditional semi-
onductor sensors usually suffer from high working temperature
usually above 400 ◦C), poor selectivity, low long-term stability,
nd/or limited applications [16].

Recently, nanomaterials have attracted widespread attention
n the field of gas sensors because of their specific features that
iffer from bulk materials [17–19]. The application of nanoma-

erials to the design of ethanol gas sensors is nowadays one of
he most active research fields, due to their high activity, high
urface-to-bulk ratio, good adsorption characteristics and high

∗ Corresponding author. Tel.: +86 28 85412798; fax: +86 28 85412798.
E-mail address: lvy@scu.edu.cn (Y. Lv).
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oi:10.1016/j.talanta.2007.01.035
electivity. For example, Li’s research group [20], recently, has
eveloped a highly selective and stable ethanol sensor based
n single-crystalline V2O5 nanobelts, which was prepared by
simple mild hydrothermal method. It is also worth men-

ioning that nanosized ZnO as a wide-band-gap semiconductor
as attracted more and more attention over the past few years
21,22], and it has been investigated widely as a gas sensor
23–28] mostly based on electrochemical response to ethanol
apor.

Chemiluminescence (CL) resulting from the interaction
etween gases and solid surfaces has been studied for decades.
he phenomenon was observed during the catalytic oxidation of
arbon monoxide on a thoria surface by Breysse et al. in 1976
29], and was called “cataluminescence”. In recent years, cata-
uminescence on the surface of nanosized materials has shown
ts great prospect in chemical sensing. Zhang and co-workers
30–36] have observed CL phenomena during the catalytic oxi-
ation of organic/inorganic vapor on the surface of several
anomaterials, such as titanium dioxide, strontium carbonate,
ttrium oxide, ferric oxide and zirconium dioxide, and con-
tructed a series of gas sensors for the determination of volatile or
aseous substances, such as ethanol, hydrogen sulfide, trimethy-

amine and acetaldehyde.

In this work, we have proposed a novel ethanol sensor based
n cataluminescence on nanosized ZnO. When the ethanol vapor
asses through the surface of nanosized ZnO, strong catalu-
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inescence could be observed from the catalytic oxidation
f ethanol. Compared to the former cataluminescence-based
30–32] and the conventional semiconductor-based ethanol gas
ensor [10,12,15,27], the proposed gas sensor showed high sen-
itivity with a detection limit (S/N = 3) of 0.7 ppm. The present
as sensor has been also used for the determination of ethanol in
he artificial samples, and the results showed the advantages of
igh stability and the satisfying possibility of routine measure-
ents.

. Experimental

.1. Chemicals and preparation of ZnO nanoparticles

All chemicals used in the experiment were of analytical grade
r better. The following was the abbreviation of the chemi-
als and the corresponding manufacturers: ZnSO4·7H2O (A.R.,
hengyang Chemical Reagent Factory, China), NH4HCO3
A.R., Shantou Xilong Chemical Co. Ltd, China), Triton X-100
C34H62O11, CP, Shantou Xilong Chemical Co. Ltd, China),
nd ethanol (AR, Changzheng Chemical Company of Chengdu,
hina).

Nanosized ZnO was synthesized by a wet chemical method
escribed as following: 4.3 g ZnSO4·7H2O was dissolved in
.2% (v/v) Triton X-100 solution, then a certain volume
H4HCO3 solution (0.15 mol L−1) was added drop-wise with
igorously stirring. The resulting product, a gelatinized precip-
tate, was transferred into a beaker for ultrasonication for 1 h,
hen filtrated and washed with distilled water three times to
emove residual SO4

2−. After these treatments, the precipitate
as dried in a vacuum chamber for 2 h at 90 ◦C, and then cal-

ined in a muffle furnace for 2 h at a certain temperature to
btain pure ZnO nanoparticles with different size. It should be
entioned here that by changing the mol ratio of ZnSO4 to the
H4HCO3 (1:1.25 for a and c, 1:3.75 for b) and calcining tem-
eratures (300 ◦C for a, 600 ◦C for b and c), the ZnO particles
ith different size could be obtained.
The morphology of the synthesized ZnO was characterized

ith a transmission electron microscope (TEM-100CX) at an
ccelerating voltage of 80 kV. Fig. 1 showed that the grain sizes
f the nanosized ZnO varies with different experimental condi-
ions. The prepared material (a) was eventually selected for use,
ith the grain size in the range of 20–50 nm.
An X-ray powder diffraction (XRD) experiment was carried

ut with an X’pert PROMPD diffractometer (Philips, The
ethertands) equipped with a plumbaginous-monochromated
u K� radiation source. It can be seen from Fig. 2 that the
RD patterns of all the ZnO nanoparticles were attributed to

he wurtzite structure according to the XRD standard spectrum
f ZnO.

.2. Apparatus
The schematic diagram of the detection system was shown
n Fig. 3. According to the procedure in reference [30], about
.03 g nanosized ZnO was coated as a layer on a ceramic heating
ube which was put into a quartz tube with an inner-diameter

t
C
C
A

ig. 1. TEM image of the nanosized ZnO. The image was obtained from a
EM-100CX operated at an accelerating voltage of 80 kV.

f 15 mm. The air from the pump was mixed with ethanol and
owed through the quartz tube, in which ethanol was oxidized on
he surface of the catalyst by the oxygen in the air. The producing
L intensity was directly measured with a BPCL Ultra Weak
hemiluminescence analyzer (Biophysics Institute of Chinese
cademy of Science, China). By changing the optical filters, the
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ig. 2. X-ray powder diffraction pattern of the nanosized ZnO. The diffrac-
ion data were collected on an X’pert PROMPD diffractometer using Cu K�

adiation. The sample was scanned from 20◦ to 70◦ (2θ) with a step size of
.02◦.

avelengths used for detection could be selected over the range
f 400–600 nm.

. Results and discussion

.1. Effect of the nanosized ZnO morphology

To explore the effect of the ZnO morphology on the cata-
uminescence, the three prepared nanosized ZnO with different
ize were used for constructing the gas sensor, respectively. The
ataluminescence emission on the nanosized ZnO surface was
nvestigated by a 25.0 ppm ethanol vapor sample with a flow rate
f 80 mL min−1 through a series of interference (band-pass) fil-
ers in the region of 400–555 nm (400, 425, 440, 460, 490, 525,
55 nm). The results were shown in Fig. 4. It can be seen that
he cataluminescence intensity on the surface of the nanosized
nO (a) was the strongest, on the other hand, the profile of
urves for ethanol vapor on different nanosized ZnO were simi-

ar, and each curve had the same maximum of cataluminescence
mission at about 490 nm. This also implied that the nanosized
nO materials with higher surface-to-bulk ratio would have a
igher catalytic ability for producing cataluminescence emis-

ig. 3. Schematic diagram of the cataluminescence sensor system for determi-
ation of ethanol.
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ig. 4. The cataluminescence emission spectra of ethanol on three prepared
anosized ZnO. Temperature: 358 ◦C; ethanol vapor concentration: 25.0 ppm;
ampling volume: 50 mL; and gas flow rate: 80 mL min−1.

ion. Therefore, the prepared nanosized ZnO (a) was the best
ne for the detection of ethanol vapor in the present work.

.2. Cataluminescence responses of ethanol vapor on the
urface of ZnO

Although the preliminary experimental showed that the max-
mum wavelength of cataluminescence emission resulting from
he oxidation of ethanol vapor on the surface of different nano-
ized ZnO particles was similarly about 490 nm (Fig. 4), the
nfluence from the heat radiation that usually increased with the
ncrease of wavelength in the range of 400–555 nm in the current
etection system, should not be ignored. The experimental result
f the influence of the cataluminescence detection wavelength
n the signal to noise ratio (S/N) showed that the maximum S/N
as at about 460 nm. Therefore, the 460 nm was the optimal
etection wavelength for the current ethanol vapor sensor.

Furthermore, the cataluminescence response profiles of
thanol vapor on the surface of nanosized ZnO were studied
y injecting ethanol vapor sample with different concentration
nto detection system with a flow rate of 80 mL min−1. Fig. 5
hows the CL response profiles of ethanol with different con-
entrations at 358 ◦C. Curves a, b and c denote the results for
ifferent concentrations of 5.0, 10.0 and 30.0 ppm, respectively.
t can be seen that the profiles of cataluminescence emission
re similar to each other, and each signal sharply increased after
thanol vapor was introduced, which indicated that the ethanol
ensing was a fast process. The response time (which is usually
efined as the time needed to reach the maximum of catalumi-
escence emission signal) and the recovery time (usually defined
s the time needed to recover to the baseline) were less than 3
nd 60 s, respectively. This also indicated that the present sen-
or has an advantage of high throughput in the measurement of
thanol vapor.
It was noteworthy that the cataluminescence spectra of
thanol vapor on the surface of ZnO were very similar to the
ne on the surface of SrCO3 reported in the previous work
32], which suggested that the CL emission was associated



1596 H. Tang et al. / Talanta 72

F
i

w
C
a
S
s
b
n
a
i
i
e

C

H
t

3

i
3
c
l
fl
s
w

3

a
c
l
i
f
a
e
m
i

i
m
a
d
t

3

t
c
a
r
Y
c
e
w

3

m
i
u
e
[
e
v
t
F
h
c
d
r
b
e

3

The experiment about stability and durability of this sensor
was carried out by sampling of 10.5 ppm ethanol vapor into
the sensor everyday for 10 times at 358 ◦C at the flow rate of
ig. 5. Typical cataluminescence temporal profiles. Ethanol vapor concentration
s (a) 5.0 ppm, (b) 10.0 ppm, and (c) 30.0 ppm, respectively.

ith a common chemiluminescent species in the two catalytic
L reactions. The cataluminescence response of ethylene and
cetaldehyde, which were taken as possible intermediates in the
rCO3-based catalytic reaction, also showed similar emission
pectra on the surface of ZnO. For this point of view, it could
e supposed that the mechanism of this cataluminescence on
anosized ZnO is similar to the one on SrCO3, and ethylene and
cetaldehyde could be considered as the possible intermediates
n the process of ethanol oxidation on nanosized ZnO. Accord-
ng to the Shi’s suggestion, the possible mechanism might be
xpressed as

2H5OH
[O]−→C2H4 or CH3CHO

[O]−→CO2 + H2O + hν

owever, further work is needed to confirm the mechanism in
he future.

.3. Optimization of flow rate of carrier gas

The effect of carrier gas flow rate on cataluminescence
ntensity was investigated in range of 25–250 mL min−1 at
58 ◦C with a band-pass filter of 460 nm. The ethanol vapor
oncentration was 30.0 ppm. The results indicated that the cata-
uminescence intensity increases gradually with the increase of
ow rate, ranging from 25–100 mL min−1, and it was relatively
table at above 100 mL min−1. Therefore, the optimal flow rate
as 100 mL min−1.

.4. Optimization of the working temperature

The effect of working temperature on cataluminescence was
lso explored by introducing 5.0 ppm ethanol vapor into the
hamber at the carrier gas flow rate of 100 mL min−1 and wave-
ength of 460 nm. The results showed that the cataluminescence
ntensity increased with the increase of working temperature
rom 276 to 410 ◦C. This may be attributed to the higher catalytic

ctivity of nanosized ZnO at higher temperature. However, the
xperimental also indicated that the background signal, which
ainly arose from the heat radiation, also increased with the

ncrease of temperature and even increased faster than the CL
(2007) 1593–1597

ntensity at higher temperature. The results showed that the
aximum value of S/N versus temperature could be obtained

t 358 ◦C. Under or above this temperature, the values of S/N
ecreased. Therefore, the temperature of 358 ◦C was chosen for
he further study.

.5. Analytical characteristics

Under the optimal experimental conditions, the calibra-
ion curve of cataluminescence intensity versus ethanol vapor
oncentration was linear in the range of 1.0–100.0 ppm with
detection limit of 0.7 ppm (based on S/N = 3). The linear

egression equation for the present ethanol vapor sensor was
= 65.18X + 69.19 (r = 0.996, n = 6, where r was the correlation

oefficient and n represents the six ethanol samples tested in the
xperiment), where Y was the cataluminescence intensity and X
as the concentration of ethanol vapor (ppm).

.6. Selectivity

Gas-selective properties of the nanosized ZnO sensor were
easured under the optimum conditions. Some possible coex-

stence substances, such as ammonia, methanol and hydrogen,
sually had an obviously interference on the determination of
thanol vapor in the traditional semiconductor oxide sensors
15], which would seriously limit the extensive utilization. To
xplore the selectivity of the cataluminescence sensor for ethanol
apor, the responses to some common gases with a same concen-
ration of 50.0 ppm were investigated. The result was shown in
ig. 6. It can be seen that the present sensor has a significantly
igh selectivity to ethanol vapor. No significant catalumines-
ence emission could be detected for ammonia, nitrogen, carbon
ioxide, sulfur dioxide, dichloromethane and carbon tetrachlo-
ide. The cataluminescence emission was also detected for
enzene, toluene, xylene and methanol, however, compared with
thanol, it was too weak to cause an obvious interference.

.7. Lifetime of the sensor
Fig. 6. Selectivity of the cataluminescence ethanol sensor.
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Table 1
Determination of ethanol in the artificial samples with the proposed gas sensor

Sample no. Labeled valuea (ppm) Detected value (ppm) Recovery experimental

Added value (ppm) Founded value (ppm) Recoveryb (%)

1 6.0 6.3 15.8 22.8 104.4
2 7.4 7.6 19.0 26.0 96.8
3
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a Labeled value is referred to the calculated concentration in the artificial gas
b Recovery (%) is defined as: (founded value − detected value)/added value.

00 mL min−1. The cataluminescence intensity was measured at
he wavelength band-pass of 460 nm. After a week, no obvious
hange could be found. The RSD (n = 7) was about 3.5% in a
uccessive experiments, which implied that the sensor had good
tability and durability.

. Sample analysis

In order to estimate the validation of the present gas sensor,
series of artificial gas samples with different concentrations

f ethanol were analyzed. The artificial gas samples were pre-
ared by the following procedures: a certain volume wine sample
56%, v/v) was injected into a 25-mL airtight bottle which was
laced in a thermostatic water bath (95 ◦C). After an incubation
f five minutes for ethanol evaporation, the vapor sample was
arried into the cataluminescence chamber for measurement.
he results are shown in Table 1. From the results, we can con-
lude that the present ethanol gas sensor is capable for the deter-
ination of ethanol in air samples with satisfactory recoveries.

. Conclusions

An ethanol vapor sensor has been developed based on the
ataluminescence on the surface of nanosized ZnO. Under the
ptimized conditions, it is sensitive to a concentration range up to
00 ppm, with a best detection limit of 0.7 ppm. Rapid response,
atisfactory stability and high selectivity show the prospect of
his sensor for ethanol determination in industry and other fields.
lso, the work may be useful for the development of miniaturize

quipment for the determination of breath alcohol concentration
f a drunk driver.
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bstract

Two SIMCA models were developed for the classification of acyclic octene isomers, which only form a fraction of a very complex product mixture
btained, for example, from the transformation of 1-butene. The effects of spectral transformation, namely autocorrelation and logarithmic intensity

atios transforms, and (square-root) scaling of the octane isomers mass-spectral data were investigated. Both the spectral-features preprocessing
ethods and scaling were found to be vital for an adequate development and improvement of the classification models. The best SIMCA models were

uccessfully applied on gas-chromatography–mass spectroscopy (GC–MS) analysis collected from the dimerization of 1-butene over heterogeneous
atalysts in the liquid phase.

2007 Elsevier B.V. All rights reserved.
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. Introduction

In order to correctly analyze kinetic data and, most impor-
antly, unveil the reaction mechanism, an exhaustive analysis
f the product distribution of a specific reaction mixture is
ritical. However, such analysis becomes more demanding as
he complexity of the product mixture increases. In general,
ydrocarbon transformation reactions, e.g. dimerization of 1-
utene or isobutene, comprise a large number of molecules
anging from propene up to tetradecene [1,2]. In the particu-
ar case of the dimerization of butene over acid catalysts in
he liquid phase, acyclic C8-olefin isomers (molecular weight
MW) = 112 g/mol), both skeletal and stereoisomers, are the

ost important reaction products and its main objective is to

roduce isooctenes for “green” gasolines. Often, acyclic octene
somers are regarded as top octane-number contributors for the

∗ Corresponding author. Fax: +358 2 215 4479.
∗∗ Co-corresponding author.

E-mail address: dmurzin@abo.fi (D.Yu. Murzin).
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tenes

asoline pool that seem to follow new environmental restrictions
ue to their low volatility, reactivity and toxicity. The C8 fraction
ainly consists of dimethylhexenes (DMH), trimethylpentenes

TMP) and methylheptenes (MH) where the rule of thumb is
hat the more alkyl-substituted molecules possess higher octane
umbers (ON), thus assigning the highest ON to the TMP, also
nown as isooctenes. However, linear octenes (LO) may also
oexist. Isomers with the double bond located in position 2
redominated. In addition to all this, Froment and coworkers
emonstrated in the alkylation of isobutane with n-butene that
he distribution of these species within the same carbon frac-
ion was far from the equilibrium composition [2]. An overall
roduct distribution with such large variety of species clearly
llustrates the complexity of the reaction mixture and poses a
uge challenge for their separation and identification. Firstly,
ue to their similar vapor pressures, full separation of these
somers by means of capillary gas-chromatographic techniques

GC) is rarely accomplished and secondly, the spectra obtained
or separate compounds by mass spectroscopy (MS) usually lack
standardized spectral library to be used as reference. Fortu-

ately, in order to deal with these problems and hence classifying
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nd identifying the product mixture, it is possible to group
hem into classes based on structural similarities (e.g. branching
egree and double-bond positioning), which can be extracted
rom MS spectra, bringing extra advantages for kinetics analy-
is. Also, there are several multivariate deconvulation techniques
nd commercial software available for extracting “pure” spectra
or a specific analyte, i.e. chemical component contributing to
easured signal, from the acquired GC–MS spectra. The basic

dea behind these methods is to decompose the raw data matrix
nto matrices containing pure spectra in row vectors and pure
hromatographic profiles in column vector [3]. However, fur-
her investigation of the impact of these techniques falls outside
he scope of this work.

Multivariate statistical techniques offer powerful tools in
nterpreting complex data. Soft Independent Modeling of Class
nalogy (SIMCA) and Principal Component Analysis (PCA)

re the two major techniques dealing with this sort of problems.
n the one hand, PCA relies on the linear transformation of a

raining set of samples (objects) into smaller sets of uncorre-
ated variables while retaining as much information present in
he original data set as possible. SIMCA, on the other hand, is
class modeling method that provides a chemical class assign-
ent to an unknown by first conducting PCA on each defined

lass [4,5]. New (unknown) objects can be projected onto the
odel and the distances to each class can be calculated. If such

istances lie between the defined limits for a certain class then
he objects belong to the class. In addition, it is possible to
dentify by the SIMCA model whether new objects are outliers
r belong to a class. Previously, PCA and SIMCA have been
uccessfully applied to interpret and classify complex data in
ifferent areas, such as environmental chemistry [6,7], organic
hemistry [8–11], fire investigation [12] and even doping anal-
sis [13]. Recently, a similar work has been performed at our
aboratory in the ring opening reaction of decalin [11], nonethe-

ess the novelty of this specific work is the real application of
he models since the correct classification of all octene products
ould be used in the prediction of important gasoline proper-
ies, such as the octane number, which is still accomplished by
eavy-duty, single-cylinder engines (knock engine method); a
xpensive and troublesome method.

Herein, the classification of acyclic octene isomers is stressed
ue to their importance in the dimerization of 1-butene. Four
lasses of acyclic octenes are proposed based on mass spectra
eaturing branching degree in acyclic octenes. Particular atten-
ion is paid to the transformation of raw mass spectra, scaled or
ot, and its effects on the resulting SIMCA models. Finally, the
est models were tested with real GC–MS data from the liquid
hase dimerization of 1-butene over heterogeneous catalysts.

. Experimental

.1. Data
The mass spectral data of all acyclic octene isomers were
athered as described by Kubinec and coworkers [14] and from
MS library [15]. In total, 93 spectra for all the acyclic octenes
ere collected, however 21 spectra from ethyl-substituted

t
r
t
[

72 (2007) 1573–1580

olecules were directly dismissed due to the unlikeness of these
olecules to be formed in the transformation of 1-butene inside

he catalyst pores. Hence, only 72 mass spectra were used for
he modeling, from which 40 originated from the MS library
nd the rest were synthesized and analyzed as mentioned in Ref.
14]. The octene model mixtures were prepared from standard
eference materials of octenes, products of methylene insertion
eaction and octenes from FCC gasoline. These model mixtures
ere separated by GC in a laboratory-prepared glass capillary

olumn (93 m × 250 �m i.d. dynamically coated with equalane
s a stationary phase). More detailed information on the GC–MS
easurements is outside of the scope of this paper and was

ddressed in Ref. [14].
For modeling purposes, the number of relevant mass-spectra

ragments (variables) kept for the data sets was 24 since it
s well-known that the information in a complete mass spec-
rum is highly redundant; therefore it is not necessary to use
he full spectrum for pattern recognition studies. The ulti-

ate goal for the final model was to identify and classify real
C–MS spectral data from catalytic experiments, which was

uccessfully performed. Such analysis was carried out in an HP
890–5973 instrument equipped with a capillary column (DB-
etro 50 m × 0.2 �m × 0.5 �m) and a FI detector. Helium was
sed as carrier gas. The following temperature program was
pplied: dwelling for 2 min at 323 K, heating 1.2 K/min to 393 K
ollowed by heating 2 K/min to 473 ◦C and dwelling at the same
emperature for 20 min. No internal standards were used for such
urpose.

Evaluation of the collected data revealed that four classes
ould be defined for acyclic octenes based principally on the
ranching degree of the molecule, i.e. number of methyl-
ubstituents that the molecule backbone possess. Consequently,
our classes were established according to this criterion, i.e.
imethylhexenes, trimethylpentenes, methylheptenes and linear
ctenes. Fig. 1 shows representative structures for each of these
lasses. However, it was observed on the score plots that some
pectra from the DMH and MH classes behaved differently than
he majority of their corresponding class, overlapping with each
ther. These mass spectra (19 in total) corresponded to octene
olecules with the double bond in position 3, e.g. dimethylhep-

-enes, thus they were extracted from the original data set and
sub-model with two classes was built with both criteria, i.e.

-DMH and 3-MH.

.2. Data preprocessing

MS data required initial preprocessing for the creation of a
ata matrix suitable for subsequent analysis. All spectra were
ormalized to a base peak and the 24 most representative frag-
ents for acyclic octenes were chosen for modeling the individ-

al classes. Nonetheless, the data were preprocessed before any
odeling was performed. Class modeling and object classifica-

ion were carried out by Matlab. This Matlab non-commercial

ool was programmed by the chemometrics group at Lappeen-
anta University of Technology with the participation of one of
he authors. The tool is based on SIMCA algorithm presented in
16] and updated with Multivariate Control Charts (Q and T2).
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ig. 1. Representative structures of acyclic octene isomers as identified from lit-
rature and MS-library data. (a) Trimethylpentenes (TMP), (b) dimethylhexenes
DMH), (c) methylheptene (MH) and (d) linear octene (LO).

Mathematical transformation of mass spectra before applying
nterpretation methods dates back to early applications of mul-
ivariate methods for pattern recognition. The main purpose of
pectral transformation is to obtain a set of spectral features that
re closely related to molecular structures [17], while a spectral
eature xj is a number that can be automatically computed from
spectrum. Different mathematical transformations have been
roposed such as autoscale [11,17], Hadamard and Fourier trans-
orm [17], logarithmic intensity ratio [8,11], intensity sums [8]
nd autocorrelation [7,8,11,17]. In this particular study, the auto-
orrelation transform and logarithmic intensity ratio were used
efore modeling but also the raw data were modeled for compar-
son sake. The main reason for choosing these feature groups is
hat they have been effectively applied on hydrocarbon systems
ith similar complexity [7,8,11]. Obviously, it is believed that

ach preprocessing technique is data-structure sensitive, thus
reprocessors perform optimally in different systems. Never-
heless, the other mathematical transformation has been tried
ut not presented due to their poor performance. Definitions of
ass spectral features have already been published elsewhere

9,18], thus only a short description is given below.

.2.1. Feature group: logarithmic intensity ratios [8,11]
Logarithmic intensity ratios are more suitable for reproducing
ntensity ratios in comparison to absolute intensities.

j = ln
Ij

Ij+k
(1)

b
r
a
d

2 (2007) 1573–1580 1575

ith 1 ≤ k ≤ 14, where k is mass difference, while masses j vary
etween 41 and 112, which are, respectively, the minimum and
aximum mass number in the data set. Ij and Ij+k are the inten-

ities of mass fragments j and j + k, respectively. The variables
ontaining only zeros for all objects were removed.

.2.2. Feature group: autocorrelation [7,8,11]
These features reflect mass differences between peaks. In

act, the new data set may account for losses of particular
ragments, such as CH2

+, from the parent molecule. Thus, the
nformation can be easily interpreted from a chemical point of
iew. The autocorrelation transform can be computed by the
ollowing equation:

j =
∑
IkIj+k∑
I2
k

(2)

here Ik and Ij+k are the intensities of mass fragments j and
+ k, respectively. Mass difference (k) varied between 1 and
4, i.e. lowest and highest mass number in the dataset, respec-
ively. Variables containing only zeros for all objects were also
xcluded.

.2.3. Scaling and modeling
As mentioned before, prior to spectral (features) transfor-

ation, spectral data were also scaled since the high-intensity
ons might have gained too much weight in comparison to the
nes with low intensity due to their normalization to a base
eak. In this way, the distortion of the results by unconsidered
ariables may be avoided. The square-root was used as scaling
rocedure to study the effect of intensity scaling. Nonetheless,
he data were also modeled with no scaling in order to prove
hat the effect of the data preprocessing is not annulled by the
utoscaling procedure performed before.

Each class was autoscaled separately after preprocessing, i.e.
rst the column means were subtracted from all values in the
orresponding columns and then the mean centered data were
ivided by standard deviations of the samples from the same
olumn as it has been effectively done in prior studies [11,19]. It
s important to note that in absence of autoscaling, only the ions
ith high intensities are considered by the SIMCA model. Then,

ndependent PCA models using the preprocessed and autoscaled
ata were calculated according to Eq. (3) [4]:

q
ij =

Aq∑

a=1

t
q
iap

q
aj + e

q
ij (3)

here i and j are, respectively, variable and component index.
q is the number of significant principal components (PC) in

lass q, while t, p and e are the model scores, loadings and
esiduals, correspondingly. The score plots for all classes were
isually inspected in order to detect outliers. Often, it is com-
only believed that autoscaling may add noise to the models
y giving more significance to meaningless variables with small
andom variation. However, this is not the case since such vari-
tion would not enter the PCA model if it is random and not
ominating, staying instead in the residual matrix.
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Due to the lack of a completely independent data set for test-
ng, the validation of the class models had to be carried out by
leave-one-out cross-validation procedure (LOO CV). As the

ame suggests, LOO CV involves using a single component
rom the original set as the validation data and the remaining
nes as the training data. This is repeated such that component
n the data set is used once as the validation data. This is the
ame as K-fold cross-validation, where K is equal to the number
f observations in the data set. In order to assign new objects
n the data set to the classes, each of these objects is fitted to
ach class model and the distance between them is related to
heir residual standard deviation (Eq. (4)) and the total residual
tandard deviation of the class (Eq. (5)):

s
q
k)

2 =
∑Ni
i=1(eqki)

2

(Ni − Aq)
(4)

sqo)
2 =

∑Nj
j=1
∑Ni
i=1(eqji)

2

((Nj − Aq − 1)(Ni − Aq))
(5)

i and Nj are, respectively, the number of variables and objects
f class q. The subscript k is the object index in the data set
nd s2 is the residual variance, while the rest of symbols are in
ccordance with Eq. (3).

From the class-model standard deviation, an interval around
ach model (99% confidence limit) can be defined in which
here is a high probability of finding a new member of that class.
ence, if the calculated distance is smaller than the limiting one,

he unknown is considered to belong to the class. In other words,
he classification criterion is that an unknown sample belongs to
he class to which is the closest.

In addition to Eq. (4), also referred to as Euclidean distance,
he Hotelling T2 and Q (SPEx) measure were used [20,21]. Based
n the first A PCs in Eq. (3), T2 can be calculated, providing a
est for the deviations in the set of the most important variables
Eq. (6)). Nonetheless, monitoring the model calibration only by
2 is just not adequate [21], since it will only detect whether or
ot the variation in the variables in the A PCs plane is larger than
an be explained by random noise. Fortunately, Q statistics or
istance to the model is capable of, for example, detecting new
amples foreign to the calibration data by computing the squared
rediction error (SPEx) of the residuals of a new observation (Eq.
7)) by projecting the squared perpendicular distance of a new
ultivariate observation into the space. Both Q statistics and T2

riteria can mask outliers in the data and therefore a more robust
pproach has been recommended by Hubert et al. [22,23]. Since
o problem caused by outliers were observed, the classification
esult sems to justify the use of Q statistics and T2 criteria in the
resent study:

2
A =

A∑

i=1

t2i

s2ti
(6)

2
here sti is the estimated variance of ti.

PEx =
k∑

i=1

(xnew,i − x̂new,i)
2 (7)

o
m
t
q
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here k is the number of variables, xnew the vector of the new
ariables and x̂new into the model (Eq. (3)) using the A first PCs.

. Results and discussion

Matlab was used to create a PCA model for each of the defined
lasses with which unknowns could be predicted. Regardless of
he preprocessing method or scaling method applied to the spec-
ral data before modeling, nine principal components were able
o explain typically at least 70% of the variation in the DMH data
hile from two to four PCs captured the same variance in TMP
ata. Meanwhile, the number of PCs for MH class was between
ve and seven, depending on the spectral transformation and/or
caling, in order to capture at least 70% of the cumulative varia-
ion. Interestingly, only one PC was needed for the linear octenes
lass. As for model 2, two to four PCs were able to capture
5% of the variance in data. It is worth mentioning that such
aptured values of the variation in the different models have
ot been taken as cut-off criterion for PCs utilized. Both the
igenvalue criterion [24] and cross-validation were employed
o determine the adequate number of PCs for each class, which
as substantiated by the successful classification of real GC–MS
ata. Visual inspection of the score plots did not show any obvi-
us outliers; however, it was observed that objects of the DMH
nd MH class were overlapping with each other, reducing the
istance between both classes. By thoroughly scrutinizing the
pectral data, such objects were identified as dimethylhex-3-ene
11) and methylhept-3-ene (8). It was decided that instead of
ompletely excluding these 19 spectra from the current study,
new SIMCA (sub-) model (model 2) with only two classes,

.e. 3-DMH and 3-MH, would be built and studied as men-
ioned before. The remaining spectral data were modeled, as
tated, with four classes (model 1). Figs. 2 and 3 exhibit the
est calibration models for each class obtained correspondingly
n model 1 and 2. The best results with model 1 were obtained
fter the mass spectra were transformed into autocorrelation fea-
ures scaled by square-root, while model 2 performed the best
fter data was transformed into the logarithmic ratio intensities
ith no previous scaling. It is clear that the classes are mainly

eparated due to the distance of alien objects to the certain class
Q) and less due to variation in their scores (T2) (Figs. 2 and 3).
n fact, the value of Q may be so small that some objects fall
nto the space of other classes, particularly visible in the DH
lass but also in DMH class to some extent in model 1. Sim-
larly, such overlapping of class spaces is self-evident in the
-DMH (model 2). The results summarized in Tables 1 and 2
orroborate these observations. Table 1 shows that most of the
isclassified objects after the LOO CV are placed into the DMH

nd MH classes despite of the preprocessing method or scaling.
he transformation of the original spectral data into spectral

eatures did not seem to reduce the number of misclassified
bjects. In fact, it seemed to worsen the models and the clas-
ification. While the original data spectral data have a span

f mass fragment intensities from 0 to 100 due to their nor-
alization to a base peak and scaling such span is reduced in

he course of their transformation into spectral features. Conse-
uently, the need for scaling of transformed data is less as can
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Fig. 2. Calibration model for four classes of octene isomers (model 1). The mass spectral data were transformed into spectral features and scaled (square-rooted).
(a) Class 1 refers to DMH; (b) class 2 refers to TMP; (c) class 3 refers to MH and (d) class 4 refers to LO.

Table 1
Cross-validation results of the SIMCA models for the original spectral data and different preprocessing methods including scaling (model 1)

Class (no. of objects)

DMH (22) TMP (8) MH (16) LO (7)

No preprocessing
Principal components 9 2 5 1
Correctly-classified objects 11 4 8 4
Misclassified objects into another class 5 4 5 2
Misclassified objects into this class 9 1 6 0

Logarithmic intensity ratios transform
Principal components 9 3 7 1
Correctly-classified objects 9 3 9 2
Misclassified objects into another class 9 4 3 5
Misclassified objects into this class 7 1 13 0

Autocorrelation transform
Principal components 9 4 7 1
Correctly-classified objects 9 2 7 4
Misclassified objects into another class 9 4 4 2
Misclassified objects into this class 10 1 8 0

Autocorrelation transform + square-root scaling
Principal components 9 2 5 1
Correctly-classified objects 15 5 8 5
Misclassified objects into another class 4 0 2 0
Misclassified objects into this class 1 2 2 1
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Fig. 3. Calibration model for two classes of octene isomers (model 2). The
mass spectral data were transformed into spectral features. (a) Class 1 refers to
3-DMH and (b) class 2 refers to 3-MH.

Table 2
Cross-validation results of the SIMCA models for the original spectral data and
different preprocessing methods including scaling (model 2)

Class (no. of objects)

3-DMH (8) 3-MH (11)

No preprocessing
Principal components 3 4
Correctly-classified objects 3 7
Misclassified objects into another class 4 1
Unclassified objects 1 3

Logarithmic intensity ratios transform
Principal components 2 3
Correctly-classified objects 4 10
Misclassified objects into another class 0 1
Unclassified objects 4 0

Autocorrelation transform
Principal components 2 3
Correctly-classified objects 4 6
Misclassified objects into another class 3 2
Unclassified objects 1 3

Logarithmic intensity ratio + square-root scaling
Principal components 2 3
Correctly-classified objects 4 9
Misclassified objects into another class 2 0
Unclassified objects 2 2

b
s
s
r
s
i
t
i
a
I
l
f
c
e
b
w
o
b
d
o
i
G
m
m
(
m
b
o
p

b
a
h
p
d
n
m
t
s
o
t
t
s
(
a
g
c
I
v
c
f
t
A
t
T
g
o

72 (2007) 1573–1580

e seen from the LOO CV results in Table 2. Fortunately, the
eparation between the classes improved dramatically when the
pectral data was scaled (square-rooted) prior to the autocor-
elation transformation. The beneficial effect of (square-root)
caling for this kind of application has been already mentioned
n a previous study [19]. Table 2 demonstrates that on this par-
icular training data set (model 2), cross-validation results are
mproved by any of the different preprocessing method. Once
gain, the beneficial effect of data preprocessing is observed.
n contrast to the cross-validation results with model 1, the
ogarithmic intensity ratios transform brought the best results
or this data set. Clearly, it is confirmed that preprocessors that
oncentrate and emphasize frequency information are the most
ffective for mass spectral data as it has been already reported
y McGrill and Kowalski [17]. Four objects in the 3-DMH class
ere not possible to classify whether the data were transformed
r not. After a detailed examination, these components have
een identified as cis- and trans-2,2-dimethylhex-3-ene and 2,3-
imethylhex-3-ene. These components account for less than 3%
f the total concentration of octene isomers, so it will not signif-
cantly affect the performance of the models while testing “real”
C–MS data. In general, cross-validation results are not affected
uch by the scaling methods since the span of the mass frag-
ent intensities has been reduced in the course of their spectral

features) transformation [11]. Even though the training models
ay seem to have low classification capabilities, the truth is that

oth models perform adequately when it comes to classify data
riginated in the dimerization of 1-butene, which is discussed
osteriorly.

The ultimate goal of any pattern recognition technique is to
e applied on real data, therefore the components can be grouped
ccording to the characteristics of each class, since otherwise it
ad been impossible to obtain an accurate identification of these
roducts by regular analytical means. In this study, real GC–MS
ata collected from the dimerization of 1-butene over heteroge-
eous catalysts in the liquid phase was classified using the best
odels and data preprocessing techniques in order to understand

he product distribution and the mechanism of this reaction. All
pectra recorded in the octene region were used to obtain spectra
f pure components for each chromatographic peak. The “real”
est set was preprocessed accordingly to the model that showed
he best results for model 1, i.e. autocorrelation transform plus
quare-root scaling (model 1) and logarithmic intensity ratios
model 2), and projected into the models. The results of the GC
nalysis and interpretation by both SIMCA models have been
athered in Fig. 4, where class 1 refers to DMH and 3-DMH,
lass 2 to TMP, class 3 to MH and 3-MH and finally class 4 to LO.
t was expected that no linear octenes would be detected since it is
ery unlikely that such molecules are formed due to mechanistic
onstrains [2]. Most of the peaks have been identified as DMH,
ollowed by TMP and MH in that order. Unidentified objects in
he real GC–MS spectra were still present after classification.

reason could be the difficulty of retrieving pure mass spec-

ra for a particular compound from strongly overlapped peaks.
he total concentration of these unknown components is negli-
ible; hence it does not affect the overall quality or performance
f the SIMCA models. Although Fig. 4 is just a representative
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Fig. 4. GC–MS analysis and classification of a fraction of the acyclic-octene region.
and class 4 to LO.
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ig. 5. Concentration profile of octene isomers as a function of butene conver-
ion. Isomer class: DMH (�); TMP (�) and MH (�).

ection of the GC chromatograph in the octene region; neverthe-
ess, the conclusions presented are further confirmed by Fig. 5
here classification results were combined with experimental

esults. Butene isomers in the dimerization/oligomerization over
eolitic catalysts are found to undergo several consecutive reac-
ions, i.e. oligomerization and cracking, forming a wide range of

olecules from propene up to dodecenes; thus, the concentra-
ion of the octene isomers decrease, while the oligomer products,
.e. molecules greater than nonenes, increase in concentration.
ltimately, it means that this specific reaction is not primarily
ielding octenes but oligomers.

It is worth noting that prior to using “real” data, a model
ixture with the most characteristic commercially-available

ompounds, i.e. 2,4,4 trimethyl-1-pentene; 2,3 dimthyl-2-

exene; 2-methyl-1-heptene and 1-octene, from each class was
nalyzed by GC and the developed SIMCA models was able to
lassify them accurately.

F
R
e

Class 1 refers to DMH and 3-DMH, class 2 to TMP, class 3 to MH and 3-MH

. Conclusions

Soft Independent Modeling of Class Analogy (SIMCA)
attern recognition has effectively led to a novel strategy of
lassifying original and preprocessed mass spectra of acyclic
ctene isomers into four main classes. These detailed classes
re principally defined according to the branching degree of
he molecule but also to the position of the double bond, thus
he classes have been tagged as DMH (including 3-DMH),
MP, MH (including 3-MH) and LO. It was observed that

he transformation of spectral data into spectral features with
r without scaling is essential for the development of mod-
ls for octenes mass spectra mainly due to their diversity.
n model 1, the autocorrelation transform of (square-rooted)
caled data showed the overall best performance. On the other
and, the logarithmic intensity ratios transform with no prior
caling of the data brought the most improvements to model
.

The developed SIMCA models have contributed to detailed
dentification of acyclic octene isomers by using real GC–MS
ata from the dimerization of 1-butene, which, after further anal-
sis of other products, will be used for elucidation of the reaction
echanism.
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bstract

Complex matrices and rather high acidity in environmental samples are often the impelling challenges for the used running buffers of capillary
lectrophoresis. Twelve binary acid–base buffers were evaluated for separation of Cr(VI)/Cr(III), Co2+ and Zn2+ in a sample containing various
alts by capillary electrophoresis with contactless conductivity detector. The malic acid (MA) systems including MA–His (histidine), MA–Arg
arginine) and MA–Tris (tris(hydroxymethyl)aminomethane) were selected as the candidates with powerful separation efficiency and good response
ensitivity. In the MA–Tris buffer, optimization were further carried out in terms of the pH value and the concentration of MA, and the optimal
onditions were obtained as 6 mM MA–Tris and 2 mM 18-crown-6 at pH 3.5. Furthermore, a real application was demonstrated by analyzing the

lating rinse water (pH 0.8), in which the Ca2+, Na+, Cr(VI)/Cr(III), Co2+ and Zn2+ were all detected by adjusting at pH 3.5 with 5% (v/v) diluent
mmonia. Both the cations, e.g., K+, Ca2+, Na+, Mg2+, and the common high concentration anions in the sample, e.g., Cl−, SO4

2− and NO3
− did

ot cause any disturbance to the concerned analytes.
2007 Elsevier B.V. All rights reserved.
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. Introduction

The speciation analysis of chromium [1–4] attracted lots of
nterests because of its important role in life science and envi-
onmental analysis. Cr(III) is an essential and necessary trace
lement for humans, however, Cr(VI) is very noxious, which
urts cardiovascular system, kidney, liver and hematogenic func-
ion. In environmental analysis, thus, the speciation of chromium
hows more significant than the determination of total chromium
5,6].

Capillary electrophoresis is a very powerful instrument for

peciation analysis. Many methods of determination had been
eveloped for capillary electrophoresis to analysis the speci-
tion of chromium including UV–vis detector [3,7], graphite

∗ Corresponding author. Tel.: +86 20 88586766.
E-mail address: wanglsh@scut.edu.cn (L.-S. Wang).
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(VI)/(III); Cobalt(II); Zinc(II); Speciation

urnace atomic absorption spectrometry (GFAAS) [8], induc-
ively coupled plasma mass spectrometry (ICP-MS) [9], flame
tomic absorption spectrometry [10], and chemiluminescence
etermination [11], etc. A procedure of derivatization by
re-capillary [12] or in-capillary [13] complexation was com-
only used in most of the reported methods, by which some

omplexing reagents, such as iminodiacetic acid, nitrilotri-
cetic acid, N-(2-hydroxyethyl)ethylenediaminetriacetic acid,
rimethylenediaminetetraacetic acid, and ethylenediaminete-
raacetic acid [3], diethylenetriaminepentaacetic acid [9],
,6-pyridinedicarboxylic acid [12], 1,5-diphenylcarbazide [13],
rans-1,2-cyclohexanediaminetetracetic acid [3,14,15], etc.
ere added into the running buffers to form complex compound
ith the analytes, e.g., Cr(III). However, the whole analysis

rocedure commonly required of expensive instruments and
omplicated manipulation.

An alternative technology has been developed for CE with a
imple detection configuration, namely, the contactless conduc-
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ivity detector (CCD) based on two tubular detective electrodes
16,17]. The electrodes of the CCD did not contact with the
olution inside the capillary directly, thus, electrode contamina-
ion, which was common in the electrochemical detector, e.g.,
mperometric detector, could be avoided effectively. Also, no
pecial and troublesome interface was required, so the instal-
ation was very easy and convenient, and it was only needed to
ush the capillary through both the tubular electrodes. Besides,
detective window formed by a burning procedure required by
V detection was abolished, and the detective position can be
laced at any desired place of the capillary by moving the CCD.
CD has been employed to analysis of inorganic anions and
ations [18,19], as well as some organic compounds, such as
liphatic ammonium compounds [20], mono- and disaccharides
21], herbicides and its metabolites [22], chemical warfare
gent degradation products [23], and amino acids [24–26], etc.
CD has also been employed for Cr(III) analysis [27], and for

imultaneous analysis of Cr(III) and Cr(VI) [28].
The basic principle of CCD is based on the difference between

he sample zone and the background electrolyte (BGE). There-
ore, the characteristic of the selected buffers will greatly affect
he response sensitivity of CCD. Katzmayr et al. [29] gave a
heoretical calculation for selection of suitable co- and counte-
ion to construct desired buffers for conductivity detection (CD)
f low-molecular-mass anions, and an optimal signal-to-noise
S/N) ratio was demonstrated to be the BGE with low-mobility
o- and counterion by an actual example. Zemann [30,31] also
uggested that, to balance the separation efficiency and detec-
ion sensitivity, some ampholytes with low conductivity (i.e.,

obility) and high ion strength can be considered firstly.
For common inorganic ions, therefore, it is better to employ

he buffer consisting of organic acids (e.g., MA, MES) and/or
mpholytes (e.g., His), which are both characterized as low
onductivity and high ion strength. However, a complexing reac-
ion often happened between the transition metal ions and the
rganic electrolytes (e.g., MES–His system) unavoidably, which
requently led to deterioration of response [18], despite the
mprovement of separation which could be expected. Besides,
n some real samples, high salt concentration and/or high acid-
ty are encountered [32,33], which is an impelling challenge for
he used running buffers of capillary electrophoresis. And their
nalysis often requires a minimum pretreatment consisting of a
ilution.

In this work, we focused on evaluating both the separation
nd response sensitivity of the running buffers for analyz-
ng Cr(VI)/Cr(III), Co(II), and Zn(II) in the complex matrix.
ome electrolytes, which met the demand for separation of

he speciation of chromium by capillary electrophoresis with
CD according to Katzmayr’s discussion [29], were selected

o construct 12 binary acid–base buffers; and those elec-
rolytes included four organic acids: the monocarboxylic acid
-hydroxyisobutyric acid (HIBA), two dicarboxylic acids malic
cid (MA) and tartaric acid (TA), and the tricarboxylic acid cit-

ic acid (CA); as well as three organic bases: histidine (His),
rginine (Arg) and tris(hydroxymethyl)aminomethane (Tris).
ome comparison among such buffers were carried out, and the
btained results offers us an insight into the selection of a suitable

a
w
f
b

2 (2007) 1342–1347 1343

uffer for separation of the chromium speciation Cr(VI)/Cr(III),
s well as Co(II), Zn(II) in the complex environmental samples.

. Experimental

.1. Reagents and samples

All reagents were of analytical grade purity. The cations of
odium, potassium, zinc, cobalt, chromium(III), ammonium,
alcium and magnesium were all prepared from the relevant
hloric salts except that chromium(VI) was prepared from potas-
ium dichromate, and they, as well as acetic acid, ammonia,
ere all the products of Guangzhou Chemical Reagents Co.

Guangzhou, China). All of the standard samples were prepared
rom relevant stock solutions of 20 mM in terms of expected
roportion. The reagents used to prepare the running buffers
ncluded MA, Tris, 18-crown-6, His, TA, CA, Arg which were
ll from Sigma (St. Louis, MO) except that the HIBA was the
roduct of Aldrich. MA of 40 mM was freshly prepared daily
nd stored in an icebox at a constant temperature of 4 ◦C in order
o avoid its degeneration.

.2. Electrophoresis system

A home-made compact CCD excited by a square wave signal
f 9 V (peak-to-peak) and 198 kHz was used [34]. The function
enerator, mainly consisting of a component (model NE555P,
exas Instruments, TX, USA), provides a square wave excitation
ignal with a peak-to-peak amplitude of 9 V. The operational
mplifier (model TL081, Texas Instruments, TX, USA) was
tted with a feedback resistor of 100 k�, thus, transformed

he cell current to the cell output voltage, then rectified and
mplified. At last the signal was registered by an A/D con-
erter in a C8051F020 chip obtained from Cygnal, USA, and
hen was transmitted to a PC through Rs232 interface. The
ata display and disposal were performed with a software writ-
en with C++ Builder. The excitation frequency and output
oltage of this detector was monitored by a dual-channel oscillo-
cope (Model ST4328, Ningbo Zhongce Electron Ltd., Ningbo,
hina).

A purpose-made electrophoretic instrument was used for all
easurements. The High-voltage power supply was easy to be

djusted in the range of 0–30 kV consecutively. Fused-silica
apillaries coated with polyimide of 150 �m i.d. and 300 �m
.d. were obtained from Yongnian Fiber Co. (Yongnian, Hebei,
hina).

The electrophoresis was carried out by applying a desired
oltage (related to earth ground) between the running buffer
eservoir and the grounded reservoir. Each new capillary was
ctivated by sequentially flowing (pressure-driven by a medicine
yringe) 0.5 M solution of sodium hydroxide, deionized water,
nd running buffer for 20 min, respectively. The capillary was
hen equilibrated in the buffer under a voltage of 20 kV for

bout 20 min prior to sample injection. Otherwise, pretreatment
as carried out daily by washing with 0.1 M sodium hydroxide

or 5 min. The capillary was rinsed with 3 mL running buffer
etween runs to improve reproducibility. Gravity injection was
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Table 1
Evaluation of separation between K+ and NH4

+ (Rs1), Cr3+ and Mg2+ (Rs2), Cr3+ and Co2+ (Rs3), Co2+ and Zn2+ (Rs4) in different running buffers
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,bSee the literature [28]. cRs < 0.10. dThe peak is not present in the time scale
Average of the S/N ratios of Cr3+, Co2+ and Zn2+.

erformed by elevating the sample vials to a height of 10 cm for
specified time interval.

All of the tested buffers were evaluated according to the
eparation resolution (Rs) value of each two adjacent peaks in
he obtained electropherograms. The Rs value was defined as:
s = (t2 − t1)/[(1/2)(tw2 + tw2)], where t2 and t1 values are the
igration time for the second and first peaks of the analytes,

espectively, and tw1 and tw2 are the peak width values for the
rst and second peaks of the analytes, respectively [35].

. Results and discussion

.1. Evaluation of buffers

A series of buffers were assembled in pairs based on four
rganic acids: the monocarboxylic acid HIBA, two dicar-
oxylic acids MA and TA, and the tricarboxylic acid CA,
s well as the organic bases: His, Arg and Tris, respectively.
hus 12 groups were obtained as HIBA–Arg, HIBA–Tris,
IBA–His, MA–Arg, MA–Tris, MA–His, TA–Arg, TA–Tris,
A–His, CA–Arg, CA–Tris and CA–His. Such groups all con-
isting of 6 mM acid and 6 mM base were each adjusted at pH 3.4
ith 10% (v/v) acetic acid (leading to about 85 mM acetic acid)

xcept that the buffer of 5 mM HIBA and 5 mM His at pH 3.75
nd the buffer of 4 mM His at pH 3.4 were prepared according
o the literature [28], and 2 mM 18-crown-6 was added into each
uffer as a complexing reagent for separation of K+ and NH4

+.
lectrophoresis was carried out in each buffer mentioned above
y imposing a high voltage of 7.8 kV. To examine the separa-

ion capacity of the tested buffers, a standard sample containing
50 �M NH4

+, Cr3+ and 400 �M K+, Co2+, Zn2+, Ca2+, Na+,
g2+ was purposely injected for 5 s. The evaluation of separa-

ion was mainly carried out for cations, including K+ and NH4
+

Z
c
m
c

rved (90 min). eGeneral evaluation for the separation of Cr3+, Co2+ and Zn2+.

Rs1), Mg2+ and Cr3+ (Rs2), Cr3+ and Co2+ (Rs3), Co2+ and
n2+ (Rs4), while the evaluation of S/N ratio was only for the
eavy metal cations; and the common cations, such as Ca2+, Na+

nd Mg2+ were not the preferential consideration in our present
ork. The obtained results were listed in Table 1.
As the results shown in Table 1, in the HIBA-based sys-

ems, the peaks of Co2+ and Cr3+ nearly overlapped completely
Rs3 < 0.1), and the separation resolution between Co2+ and Zn2+

Rs4) was also less than 1, which means that the HIBA-based
uffers could not make the components separated completely. It
as also observed that the buffer systems of 5 mM HIBA–His

pH 3.75) and 4 mM His (pH 3.4) [28] showed poor separation
apacitance, which could be ascribed to the use of a broader
apillary and higher concentration sample under our experimen-
al conditions. Instead, in the dicarboxylic acid MA or TA or
ricarboxylic acid CA buffer systems, an evident enhancement
n the separation efficiency was reached (Table 1). In the MA-
ased systems, Cr3+, Co2+, Zn2+ were all separated completely
nd the Rs values were all greater than 1.7. Best separation was
btained in the MA–His buffer giving Rs3 = 3.09, between Cr3+

nd Co2+. In the TA-based buffers, the results showed a bet-
er separation for Cr3+, Co2+, Zn2+, as well as Na+, Ca2+ and

g2+. The three CA-based buffers showed the most excellent
eparation between Cr3+ and Mg2+. However, it was observed
hat the signal-to-noise ratios for Cr3+, Co2+, especially for Zn2+

n the TA-based systems decreased greatly at pH 3.4 compared
ith that in the MA-based systems. Even, at pH 3.5, the peak
f Zn2+ was not presented in the observed time scale (90 min).
imilarly, in the CA-based systems both the peaks of Co2+ and

n2+ were also not observed. So it was obvious that a strong
omplexation reaction occurred between the CA anions and the
etal cations, as well as between the TA anions and the metal

ations. In summary, in despite of the challenges from the broad
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apillary of 150 �m i.d. and the analytes in the complex matrix,
he MA-based buffers still showed a best compromise between
he powerful separation efficiency and the sensitive response.

Electrophoretic separation of Cr(VI) (refer to Fig. 4) were
arried out by cathodic end injection, where the Cr(VI) peak was
ompletely separated from a very big co-migrating peak of Cl−,
O4

2− and NO3
− ascribed to their very high concentration under

he used experimental conditions. Consequently, considering the
elative slower migration rate of Cr(VI), this co-migrating peak
ould not bring any interference with the concerned peaks of
CrO4

−.
The 18-crown-6 was known as an inclusive complexing agent

or K+, which was frequently employed to form a complex
ith K+, thus, different electromigration rates could be reached
etween the NH4

+ and K+ complex [27,36]. Another advantage
f 18-crown-6 was that it did not increase the electrolyte conduc-
ivity [27]. Under the tested experimental conditions (pH 3.5),
owever, an interesting phenomenon (Table 1) was observed
hat the NH4

+ and K+ could not be separated completely by
dding 2 mM 18-crown-6 into the His-based buffers. On the
ontrary, such two cations were completely separated in any
ther tested buffer without His under the same electrophoretic
onditions. Consequently, it was very evident that some molec-
lar interaction happened between His and 18-crown-6. As far
s the configurations were concerned, it can be concluded that,
nder the used experimental conditions, an interaction happened
etween the imidazolium group of His and the cavum structure
f the 18-crown-6, which was a hindrance to forming a com-
lex compound between the crown ether and K+, thereby, the
eparation of K+ and NH4

+ was weaken.
The experimental results listed in Table 1 showed that these

hree organic bases, i.e., Arg, Tris and His, exhibited as an impor-
ant modifier for separation as well as a similar influence on the
eparation tendency of the concerned analytes (as marked by the
rrows in Table 1), respectively.

By intercomparsion, three excellent buffers for separation of
r3+, Co2+ and Zn2+ with CCD were picked out as MA–His,
A–Tris and MA–Arg, respectively. Under the given condi-

ions, the buffer of 6 mM MA–His showed the optimal separation
or the tested components, however, which could not make the

+ and NH4
+ separated completely by adding 2 mM 18-crown-

. The buffer of 6 mM MA–Tris system demonstrated to be a
ittle better than the buffer of 6 mM MA–Arg. Here we mainly
ontinued to optimize the MA–Tris system for the separation of
r3+, Co2+ and Zn2+.

.2. Effects of pH on the separation

In the initial experiments, in each tested buffer, we found that
he pH in the range 3.2–3.8 showed little effects on the separation
f Cr(VI) from the other anions, e.g., Cl−, SO4

2− and NO3
−.

o our efforts were mainly focused on optimizing the separation
f cations. Both the migration time and peak height as func-

ions of pH of the buffer were plotted in Fig. 1. Increasing the
H value resulted in an evident enhancement of the separation
mong Cr(III), Zn(II) and Co(II). For example, by increasing
he pH from 3.2 to 3.6, the Rs3 value between Cr3+ and Co2+

o
r
s
o

onditions—capillary: 90 cm (effective length 60 cm); gravity injection: anodic
nd, 10 cm for 3 s; buffer: 6 mM MA–Tris, 2 mM 18-crown-6; separation: 8.2 kV;
ample: NH4

+, 100; K+, 500; Na+, Ca2+, Mg2+, Zn2+, Co2+, Cr3+, 400 �M.

ncreased from 1.6 to 3.1. It was apparent that a better sepa-
ation among Na+, Ca2+, Mg2+ was achieved in the range of
H 3.5–3.6. As shown in the peak height evolvement (Fig. 1),
t can be noticed that at pH 3.8 the responses of Co2+, Zn2+

ecreased significantly, and the Zn2+ even presented as a weak
egative peak ascribed to its strong complexing reaction with
A. Despite the uncertain evolvement trend shown by the mea-

ured baseline noise, a relative smooth baseline was certain to
e observed at about pH 3.5. As a result, in the buffer of 6 mM
A–Tris, the optimal pH was at 3.5 for the separation of Cr3+,
o2+ and Zn2+. Similar results were observed in the buffer of
mM MA–His system, where the electromigration showed a
ore sensitive dependence on the pH value (the data was not

hown).

.3. Effects of the MA concentration on separation

The dependence of migration time on MA concentrations was
howed in Fig. 2. By increasing the concentration of MA from
mM to 8 mM, the best separation was obtained at 6 mM MA by

mmobilizing Tris at 6 mM. The separation among Cr3+, Co2+

nd Zn2+ was improved by increasing the concentration of MA.
owever overlap happened between Cr3+ and Co2+ when the

oncentration of MA was less than 3 mM.
In the MA–His buffer, a similar dependence of MA was also

bserved and the best compromise between separation and sen-
itivity was obtained as MA in the range from 5 mM to 6 mM
y immobilizing the concentration of His at 6 mM.

.4. Pretreatment and analysis of real sample

The above results demonstrated that electromigration rates
f the analytes showed a sensitive dependence on the pH value

f the running buffer. Thus, a procedure of pretreatment of the
eal samples was necessary to improve the separation. Fig. 3a
hows the electropherograms of a standard sample in the buffer
f 6 mM MA–Tris and 2 mM 18-crown-6 at pH 3.5. In the exam-
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ig. 2. Migration time vs. the concentration of MA for the cations. Conditions
s in Fig. 1 except immobilizing 6 mM Tris and 2 mM 18-crown-6, pH 3.5;
eparation, 12.2 kV.

ned concentration range of 5.0–400 �M (conditions—capillary:
0 cm; detective position: 65 cm from the anodic end; injection
ime: 10 s; separation: 9.0 kV), the correlation coefficients (r)
or the peak areas were all over 0.9993 (n = 5), and a higher
oncentration range over than 400 �M for each ion was not
xamined. The relative standard deviations (R.S.D., %, n = 5) for
he intraday reproducibility of peak areas and migration times
ere less than 4.90% and 3.72%, respectively. The limits of
etection (LODs) for Cr(VI)/Cr(III), Co2+ and Zn2+ (the elec-

ropherogram of Cr(VI) can refer to Fig. 4) were obtained as
.5 �M, 3.9 �M, 4.4 �M and 4.3 �M, respectively, in terms of
hree times noise in a standard solution of 50 �M solutes. Com-

ig. 3. Electropherograms of the samples: (a) standard sample; (b) real sam-
le diluted to 300 times, pH 3.5 and (c) diluted to 250 times, pH 0.9.
onditions—capillary: 82 cm (effective length 47 cm); gravity injection: anodic
nd, 10 cm for (a) 3 s, (b) 5 s and (c) 5 s, respectively; buffer: 6 mM MA–Tris,
mM at pH 3.5 18-crown-6; separation: 7.8 kV; standard sample: NH4

+, 100;
+, 500; Na+, Ca2+, Mg2+, Zn2+, Co2+, 400 �M; Cr3+, 200 �M.
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ig. 4. Electropherogram of Cr(VI) in the plating wastewater. Conditions—
apillary: 90 cm (effective length 40 cm); gravity injection: cathodic end, 10 cm
or 5 s; and the other conditions as in Fig. 3.

ared with the reported results [28] using CCD, our LODs were
bout one order of magnitude higher, which could be ascribed
o some factors from the hardware, e.g., the inexpensive com-
onents employed. Further evaluations were carried out in the
uffers, 6 mM MA–Tris (pH 3.5) and 4.5 mM His (pH 3.4) [28],
espectively, and two LODs with same magnitude were obtained,
hich indicated that our buffer matched the CCD very well.
ig. 3b is the electropherograms of the real wastewater from the
lating factory, and it was diluted with deionized water, adjusted
sing 5% (v/v) ammonia, and the resulting sample was 300 times
ilution at pH 3.5. The results showed that the baseline was
moother and more stable, and the peaks were sharp without
verlapping. The disadvantageous aspect was that the pretreat-
ent procedure led to existence of lots of NH4

+ in the sample
olution, thereby, made the peaks of NH4

+ and K+ overlapped
ompletely. As a contrast, a real sample of 250 times (pH 0.9)
ilution with deionized water was injected in the same buffer
ystem (Fig. 3c). Despite complete separation reached, some-
here the baseline was instable. Besides, the peak response was
eaker than that in Fig. 3b ascribed to that the original compo-
ents in the plating wastewater were very complex with a rather
ower pH value around 0.8. As a result, for a rather acidic water
ample, e.g., plating wastewater, it is feasible and necessary to
djust the pH to an appropriate value using the suitable basic
olution, e.g., diluted ammonia.

Dual opposite end injection [19,28] provides an approach for
imultaneous determination of anions and cations by capillary
lectrophoresis with CCD. In our initial experiments, simulta-
eous determinations of Cr(III) and Cr(VI) in standard solutions
ere also successfully carried out by dual opposite end injec-

ion. However, when it related to the real sample, an unavoidable
nterference was observed from the rather broad co-migrating
eak of SO4

2−, Cl−, NO3
− (Fig. 4), as well as the high concen-

ration of NH4
+ (Fig. 3b). Consequently, the determinations of

r(III) and Cr(VI) were only carried out by anodic end injection

nd cathodic end injection, respectively.

The results for determination of the Cr(VI), Cr(III), Co2+

nd Zn2+ in a plating wastewater sample were obtained as
7.24 mM, 30.31 mM, 31.52 mM and 24.34 mM, respectively,
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nd the R.S.D.% of three determinations were all less than
.30%.

. Conclusions

In this work, we demonstrated that 12 similar elec-
rolyte systems showed different separation capacitances for
hromium(VI)/(III), cobalt(II) and zinc(II) by capillary elec-
rophoresis with CCD, and three MA-based buffers, i.e.,

A–Tris, MA–His and MA–Arg were demonstrated to be the
ost feasible buffers by balancing the separation efficiency

nd response sensitivity. An example for analysis of a complex
astewater sample from plating factory was demonstrated in the
uffer of 6 mM MA–Tris, 2 mM 18-crown-6, pH 3.5.
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[9] M.F. Giné, A.P.G. Gervasio, A.F. Lavorante, G.E.S. Miranda, E. Carrilho,

J. Anal. Atom. Spectrom. 17 (2002) 736.

[
[

[

2 (2007) 1342–1347 1347

10] Y. He, M.L. Cervera, M.I. Garrido-Ecija, M. de la Guardia, Anal. Chim.
Acta 421 (2000) 57.

11] W.-P. Yang, Z.-J. Zhang, W. Deng, Anal. Chim. Acta 485 (2003) 169.
12] Z. Chen, R. Naidu, A. Subramanian, J. Chromatogr. A 927 (2001) 219.
13] F. Priego-Capote, M.D.L. de Castro, J. Chromatogr. A 1113 (2006)

244.
14] O.P. Semenova, A.R. Timerbaev, R. Gagstädter, G.K. Bonn, J. High Reso-
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(2003) 671.
26] Z. Chen, Q. Li, O. Li, X. Zhou, Y. Lan, Y. Wei, J. Mo, Talanta 71 (2007)

1944.
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bstract

The novel pretreatment technique, microwave-assisted heating coupled to headspace solid-phase microextraction (MA-HS-SPME) has been
tudied for one-step in situ sample preparation for polycyclic aromatic hydrocarbons (PAHs) in aqueous samples before gas chromatography/flame
onization detection (GC/FID). The PAHs evaporated into headspace with the water by microwave irradiation, and absorbed directly on a SPME
ber in the headspace. After being desorbed from the SPME fiber in the GC injection port, PAHs were analyzed by GC/FID. Parameters affecting
xtraction efficiency, such as SPME fiber coating, adsorption temperature, microwave power and irradiation time, and desorption conditions were
nvestigated.

Experimental results indicated that extraction of 20 mL aqueous sample containing PAHs at optional pH, by microwave irradiation with effective
ower 145 W for 30 min (the same as the extraction time), and collection with a 65 �m PDMS/DVB fiber at 20 ◦C circular cooling water to control
ampling temperature, resulted in the best extraction efficiency. Optimum desorption of PAHs from the SPME fiber in the GC hot injection port
as achieved at 290 ◦C for 5 min. The method was developed using spiked water sample such as field water with a range of 0.1–200 �g/L PAHs.
etection limits varied from 0.03 to 1.0 �g/L for different PAHs based on S/N = 3 and the relative standard deviations for repeatability were <13%.

real sample was collected from the scrubber water of an incineration system. PAHs of two to three rings were measured with concentrations

aried from 0.35 to 7.53 �g/L. Recovery was more than 88% and R.S.D. was less than 17%. The proposed method is a simple, rapid, and organic
olvent-free procedure for determination of PAHs in wastewater.

2007 Elsevier B.V. All rights reserved.
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eywords: PAHs; Microwave-assisted; Headspace; SPME; GC/FID; Incinerati

. Introduction

Polycyclic aromatics hydrocarbons (PAHs) are chemical
pecies with two to six fused benzene rings and are well known
oxic hazardous pollutants and highly potent carcinogens that
an cause tumors in some organisms. They have recently been
oncerned about interference of PAHs with hormone systems,

heir potential effect on reproduction, and their ability to depress
mmune function [1]. PAHs are produced by incomplete com-
ustion of fuels or incineration process, and also present in coal

∗ Corresponding author. Tel.: +886 4 22853148; fax: +886 4 22862547.
E-mail addresses: mcwei@ctust.edu.tw (M.-C. Wei),
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tem

ars, crude oil and petroleum products such as creosote and
sphalt. In addition to contaminate in land, the widespread con-
amination of PAHs in aquatic systems has led to concern about
ffects of PAHs on aquatic life [2]. Therefore, monitoring the
evels of PAHs contents in aqueous systems are required.

The analyses of trace PAHs in aqueous media have been
ccomplished by many different procedures such as liquid
hromatography [3–5], gas chromatography [6–8], capillary
lectrophoresis [9,10] and hyphenated techniques but many
equire preliminary extraction and enrichment of the ana-
ytes. Traditionally, this process was performed by liquid–liquid

11,12] or solid phase extraction [3–5,7,8]. In both cases the ana-
ytes were extracted from the water and dissolved in an organic
olvent. The solvent was then evaporated to a small volume to
oncentrate the analytes and suppress the detection limits for the
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ethod. Although these pretreatments efficiently yield precise
esults, they are tedious, time consuming, highly expensive and
azardous to health due to the usage of organic solvents, and lead
o errors of contamination. Therefore, methods of pretreatments
hat take a short time with little or no use of organic solvents
ave recently been developed.

Solid-phase microextraction (SPME) was developed to over-
ome disadvantages of the LLE and SPE, and has been used
or successful extraction in a variety of compounds, includ-
ng PAHs, from different matrixes [6,13–16]. Headspace SPME
HS-SPME) was developed later and has been successfully
pplied to eliminate interference problems [17–19]. However,
S-SPME has been reported to be efficient only for analytes
ith high and medium Henry coefficients [20]. Although HS-
PME has been applied to extract PAHs, with preheating of

he samples to enhance extraction of PAH [21–24], however it
as still time-consuming, and it was unfavor to SPME sam-
ling due to adsorption is an exothermic process. Herbert et al.
25] recently used microwave-assisted HS-SPME to enhance the
xtraction efficiency in the determination of PAHs and PCBs
n landfill leachates. Ghiasvand et al. [26] also applied a new
old-fiber HS-SPME device to decrease fiber temperature and
ncrease extraction quantity of PAHs from sediment. Both meth-
ds offered efficient and precise results.

We have recently investigated use of microwave heating to
nhance the evaporation of semi-volatile analytes for one-step
n situ HS-SPME sampling before GC analysis within a short
ime [27–31]. It depicts MA-HS-SPME technique has poten-
ial to improve the HS-SPME sampling of PAHs in aqueous
amples. Because the optimum conditions for MA-HS-SPME
epend on the boiling point and polarity of analyte, it is nec-
ssary to investigate the MA-HS-SPME technique for a wide
ange of high-boiling-point PAHs.

In this report we have systematically investigated the appli-
ability of microwave-assisted (MA) heating in situ on-line
S-SPME (MA-HS-SPME) coupled to GC/FID for simple,

apid, sensitive, and solvent-free analysis of PAHs in wastewater.

. Experimental

.1. Chemicals and reagents

Deionized water for all aqueous solutions was produced
y use of a Barnstead (New York, USA) Nanopure water
ystem. All chemicals and solvents were of ACS reagent grade.
he standard mixtures of 16 PAHs dissolved in a mixture
f methylene chloride/benzene (1:1), containing naphthalene
NaP), acenaphthene (AcP), acenaphthylene (AcPy), fluorene
Flu), phenanthrene (PhA), anthracene (AnT), fluoranthene
FluA), pyrene (Pyr), benz(a)anthracene (B(a)A), chrysene
Chr), benzo(b)fluoranthene(B(b)F), benzo(k)fluoranthene
B(k)F), benzo(a)pyrene (B(a)P), indeno(1,2,3-cd)pyrene
InP), dibenz(a,h)anthracene (DbA), and benzo(-ghi)perylene

B(ghi)P) in concentrations of 2000 �g/L, purchased from
upleco (Bellefonte, PA, USA), were used for preparing work-

ng standard solutions. Commercial individual of 16 PAHs was
urchased from Dr Ehrenstorfer GmbH (Augsburg, Germany).

D
t
p
o

72 (2007) 1269–1274

orking solutions (10 �g/mL in acetone) were prepared
eekly by appropriately dilution of the stock solutions with

cetone (Mallinckrodt, Paris, Kentucky, USA). All standards
nd working solutions were stored at 4 ◦C in silanized brown
lass bottles with Teflon-lined caps. Highly pure nitrogen
99.9995%) and hydrogen (99.9995%) were obtained from
ien-Hwa Co. (Taichung, Taiwan).

.2. GC/FID System

GC/FID used in this work was a Hewlett-Packard 5890
ystem (Pennsylvania, USA) equipped with a flame ioniza-
ion detector (FID), and a split/splitless injector. Compounds
ere separated on a fused silica DB-5 capillary column

30 m × 0.25 mm i.d., 1.0 �m film thickness) (J&W Scientific,
olsom, CA, USA). Nitrogen was used as carrier gas, make-
p gas, and purge gas at flow rates of 1.0, 35 and 5.0 mL/min,
espectively. The flow rates for FID were 400 and 45 mL/min for
ir and hydrogen, respectively. The gas chromatograph was oper-
ted in splitless mode with a desorption time of 5 min. Separation
as conducted with temperature programming as follows: oven

emperature was set initially at 50 ◦C (1 min hold), increased
o 140 ◦C at 20 ◦C/min (1 min hold), again increased to 250 ◦C
t 3.5 ◦C/min (1 min hold), and finally increased to 320 ◦C at
◦C/min (10 min hold). The injector was held between 270 and
00 ◦C to desorb PAHs from SPME fiber. The FID was main-
ained at 320 ◦C. A Chem-Lab Data system (Chem-Lab., Taipei,
aiwan) was used to obtain the chromatogram and perform data
alculations.

.3. MA-HS-SPME system

The microwave oven used in this work was a modified version
f the domestic NN-L520 inverter system (2450 MHz, Pana-
onic, Canada) with a maximum power of 1100 W, equipped
ith a temperature-control cooling system (YIH DER BL-720,
aiwan). A microwave stirrer (Scienceware, Bel-Art Products,
J, USA) was used for stirring the samples at 300 rpm during

xtraction. After modification, microwave with effective powers
f 75, 100, 145, 160 and 200 W were used in this study. The set
p of MA-HS-SPME system was similar to our previous study
32]. Aluminium foil was attached to the inner wall and the outer
all of the microwave at the interface between the microwave
ody and the headspace sampling apparatus to prevent leakage
f irradiation. A microwave leak detector (MD-2000, Less EMF,
Y, USA) was used to check the safety aspects of the equipment
uring the experiment.

The SPME device, consisting of the holder and fiber assembly
or manual sampling, was obtained from Supelco (Belle-
onte, PA, USA) and was used without modification. The
bers selected in this study were 1 cm in length and coated
ith different materials and thickness (75 �m CAR/PDMS,
5 �m CW/DVB, 65 �m PDMS/DVB, 85 �m PA, 50 �m

VB/CAR/PDMS and 7, 30 and 100 �m PDMS). Before use

he fibers were conditioned under nitrogen in the hot injection
ort, as recommended by the manufacturer according to the type
f fiber. The needle on the SPME holder was set at its maximum
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ength of 4 cm in the GC injector port. Desorption condition
as investigated in the temperature of 270–300 ◦C for 2–5 min.
ll tests were performed with a 50-mL flask with ground-glass

oints containing 20 mL aqueous solution (10 �g/L PAHs).

. Results and discussion

.1. Selection of SPME fiber

Due to the different physiochemical properties, PAHs have
ifferent sorption behaviors in the polymeric organic phases
s well as in the environmental media. Although poly-
crylate (85 �m) and polydimethylsiloxane (100 �m) were
ecommended as the most appropriate fiber coatings for the
tudy of PAH in various matrices [21–24,33], however, some
ew complex-polymer SPME fibers have been developed and
ommercial available. Therefore, eight commercial available
PME fibers (75 �m CAR/PDMS, 65 �m CW/DVB, 65 �m
DMS/DVB, 85 �m PA, 100 �m PDMS, 30 �m PDMS, 7 �m
DMS and 50 �m DVB/CAR/PDMS) were evaluated for the
AHs sampling. A fortified aqueous sample (20 mL water con-
aining 10 �g/L PAHs) was analyzed in triplicate by use of
ach fiber to sampling. The MA-HS-SPME sampling was per-
ormed at the circumstance of 20 ◦C circulating water system
nder 145 W irradiation for 30 min (same with the extraction
ime). After the MA-HS-SPME sampling and GC-FID deter-

ination, the results by use of different fibers are illustrated in
ig. 1, which indicated that the extraction efficiency of fiber
or PAHs depended on the relative polarity of coating poly-
er and fused-benzene rings. The relatively polar fibers (PA,
AR/PDMS, DVB/CAR/PDMS and CW/DVB) were shown to

ave higher affinities for low-ring PAHs, not for high-ring PAHs,
hich met the result in literature [23]. As expected, high molec-
lar weight PAHs were partitioned into more non-polar coating
bers (PDMS) rather than polar fibers, and the higher film thick-

ig. 1. Extraction efficiency of PAHs on different SPME fibers. Conditions:
icrowave irradiation at 145 W effective power for 30 min, circulating water

emperature at 20 ◦C.
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ig. 2. (a) Extraction efficiency of PAHs on different microwave irradiation
ime. At 145 W effective power irradiation. (b) Extraction efficiency of PAHs
n different microwave irradiation time. At 145 W effective power irradiation.

ess of PDMS fiber (100 �m) showed a better sorption than
ther two PDMS fibers (30 and 7 �m). In our study, among all
bers, the bipolar PDMS/DVB fiber not only had almost the
ame adsorption amounts with 100 �m PDMS fiber, but higher
dsorption efficiency for two to three ring PAHs. It may due to the
–� interaction of PAHs with the phenyl group of PDMS/DVB
oating. Considering the detection sensitivity of all PAHs, the
DMS/DVB fiber was therefore chosen herein.

.2. Optimization of microwave irradiation conditions

In the proposed method, microwave irradiation was used
o promote vaporization of the PAHs from water sample into
eadspace for SPME sampling. Microwave irradiation was opti-
ized at effective powers of 75, 100, 145, 160 and 200 W

or 10–40 min. Fig. 2(a) and (b) showed extraction quantities
related to peak areas) of PAHs onto the PDMS/DVB fiber dur-
ng different irradiation times under 145 W irradiation. During
he sampling, the low-ring PAHs increased significantly at the
rst 20 min, reached to the maximum at 20 min, declined slightly
fter that. As for higher-ring PAHs, the extraction quantities
ncreased with the irradiating time, and turned to constant slowly
fter 35 min. It depicted that the competition among PAHs for
dsorption sites on fiber occurred during adsorption. At low

emperature (short irradiation time), the high-ring PAHs were
nsignificant to compete with low-ring PAHs for adsorption onto
ber due to their extremely low vapor pressures. However, the
ompetency of high-ring PAHs was enhanced by long-time irra-
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ig. 3. Extraction efficiency of PAHs under different effective powers of
icrowave irradiation. For 30-min irradiation time.

iation. Same as in irradiation power level, a high irradiating
ower favored high-ring PAHs adsorption, and a low irradiating
ower favored low ring PAHs adsorption. Fig. 3 illustrated the
ptimal irradiation power is at 145 W effective power. Compro-
ise the extracted quantities of PAHs and sampling times, the
icrowave irradiation at 145 W effective power for 30 min was

ecommended to assist the HS-SPME sampling.

.3. Effect of temperature of the circulating water system

Microwave heating accelerates vaporization of the PAHs and
ater from aqueous sample into headspace for SPME sam-
ling. However, adsorption of PAHs on to the fiber was not
avored by high temperature due to adsorption is an exother-
ic process. During this study, a circulating water system was

herefore used to control the temperature around the sampling
one. Although use of a low temperature was thermodynami-
ally helpful for adsorption of the PAHs, but it was not for the
apors of PAHs reaching to the sampling zone. Therefore, the
ptimal temperature of the circulating water was investigated to
uild up an appropriate circumstance for HS-SPME sampling.
ig. 4 demonstrated the extraction quantities (related to peak
rea) of PAHs being maximized at 20 ◦C. The temperature of
he circulating water (20 ◦C) was used herein.

.4. Thermal desorption conditions for PAHs

Because of the wide boiling-points range of PAHs (naphtha-
ene (2-ring) at 218 ◦C and benzo(a)pyrene (5-ring) at 493 ◦C),
he temperature of thermal desorption in the GC injection port
hould be optimized. After a series of tests, results demonstrated
hat the maximum peak area (related to the efficiency of desorp-
ion) of the PAHs was obtained when the fiber was heated at

90 ◦C for 5 min. After desorption at this condition, no signif-
cant PAHs signals were observed in the chromatogram after
e-injection. Thus, further regeneration of fiber was not required
etween runs. Although the manufacture suggested the operat-

m
F
b
t

ig. 4. Extraction efficiency under different temperatures of circulating water.

ng temperature of the PDMS/DVB fiber should not be higher
han 270 ◦C, the fiber was used more than 100 times in our
tudies.

.5. Validation of the methods

In order to test the suitability of the method for quantitative
etermination of PAHs in water samples, different concentra-
ions of standard PAHs spiked in water were used for calibration
fter being subjected to the complete overall treatment proce-
ure, i.e. MA-HS-SPME and thermal desorption from the fiber
nto the chromatographic system. The linearity of the method
as tested by GC-FID by extracting aqueous standards, with

ncreasing concentrations, over a range of 0.1–200 �g/L of
AHs. Table 1 illustrated the calibration range, linearity, pre-
isions and detection limits of PAHs with PDMS/DVB fiber.
he amount of analyte extracted by the fiber compared to the

nitial amount of analyte in the aqueous samples was around
.0–23% depending on the volatility of species. The detection
imits were calculated on the base of three times the average
ackground noise divided by the detection sensitivity (slope of
he calibration plot) and varied from 0.03 to 1 �g/L. Precision of
his method was estimated by performing seven extractions and
eterminations of sample solutions spiked with all the studied
AHs at the concentration of 10 �g/L. Precisions ranged from
to 13% R.S.D., which should be satisfactory for determining

he PAHs in water matrix.

.6. Application to real sample

In order to examine the suitability of the method for quanti-
ative determination of PAHs in real sample, a wastewater from
he scrubber of a pilot-scale fluidized bed incinerator system
as collected and analyzed by the proposed method. The chro-

atogram obtained from the PAHs in the sample is shown in
ig. 5. Peaks appeared in chromatogram were also confirmed
y GC–MS, which are listed in Table 2. It can be seen only
wo to three rings of PAHs were found in the scrubber water.
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Table 1
Calibration parameters of 16 PAHs with the proposed method

PAHs Calibration range (�g/L) Linearity (R2) R.S.D.a (%, n = 7) LOD (�g/L) PEb (%)

NaP 0.5–100 0.9950 7 0.1 3.9
AcPy 0.5–100 0.9985 9 0.1 7.2
AcP 0.5–100 0.9978 5 0.07 7.1
Flu 0.5–100 0.9988 6 0.08 12
PhA 0.1–20 0.9975 8 0.04 15
AnT 0.1–20 0.9989 9 0.03 17
FluA 0.1–20 0.9992 8 0.03 23
Pyr 0.1–20 0.9989 6 0.03 18
B(a)A 0.5–100 0.9970 9 0.1 12
Chr 0.5–100 0.9974 8 0.1 9.8
B(b)F 1–100 0.9865 12 0.5 4.7
B(k)F 1–100 0.9888 13 0.5 4.5
B(a)P 1–100 0.9890 7 0.5 3.2
InP 2–200 0.9826 9 1.0 1.0
DbA 2–200 0.9813 5 1.0 1.2
B
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ring) [23,37,38]. As described previously, the MA-HS-SPME is
proposed to shorten the sampling time. It takes only 30 min to
(ghi)P 2–200 0.9858

a Estimated by seven determinations of sample solutions spiked with 10 �g/L
b The percentage of PAHs extracted from the water sample to the fiber.

t depicts that in the fluidized bed incinerator, the low-ring
AHs with relatively volatile can be diffusive into scrubber,
hereas the less-volatile high-ring PAHs are thus adsorbed on
ottom ash or fly ash (particle) of cyclone. Besides, the two
o three ring PAHs also exhibits higher solubility than high-
ing PAHs. Recovery was tested to investigate the effect of
he real sample matrix by spiking scrubber water sample with
AHs at 10 �g/L and analyzed with the MA-HS-SPME sam-
ling/thermal desorption/GC-FID determination. Recoveries of
he PAHs varied from 88 to 103% as listed in Table 2. The
ccuracy and precision are acceptable in environmental analy-
is of complicated matrix samples. Because the scrubber water
as too cloudy, serious interferences occurred when using direct
mmersion SPME method to sampling PAHs, and the fiber was
orsen and easily broken. Therefore, it is inappropriate to use
irect immersion SPME method to collect analytes.

ig. 5. Chromatogram obtained from PAHs in a real sample collected from
crubber water of incineration system Peak 1: NaP; 2: AcPy; 3: AcP; 4: Flu; 5:
hA; 6: AnT.
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.7. Comparison of the proposed MA-HS-SPME method
ith other SPME methods

All the SPME methods have the advantages of being fast,
ow-cost and solving the organic solvent problems in sam-
le pretreatment. The conventional immersed SPME has been
olvent-less and usually takes 30–60 min to achieve a sampling
or PAHs in water sample [34–36], but it suffers the matrix effect
n complicate samples. Although the HS-SPME method is free
o matrix effect, it takes more than 1 h to collect most PAHs,
ut still cannot determine the high-ring PAHs (more than five
omplete the sample pretreatment for PAHs.

able 2
oncentration of PAHs in a real sample and recovery

AHs Concentration detected in
real sample (�g/L)

Recoverya

(%)
R.S.D.a (%)

aP 7.53 94 12
cPy 6.41 95 8
cP 4.35 93 9
lu 3.57 92 6
hA 0.83 103 10
nT 0.35 94 7
luA NDb 85 8
yr ND 90 7
(a)A ND 94 10
hr ND 90 9
(b)F ND 88 12
(k)F ND 93 13
(a)P ND 91 8

nP ND 89 11
bA ND 89 15
(ghi)P ND 92 17

a For three determinations of spiking scrubber water sample with PAHs at
0 �g/L.
b Non-detectable.
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. Conclusion

In this study, determination of PAHs in water matrix by the
A-HS-SPME with GC/FID system has been described. The

ptimum conditions have been established. Results from suit-
bility tests indicate the proposed method is a simple, rapid,
onvenient, and free from toxic organic solvent procedure for
solation of PAHs from complicated water matrix before GC-
ID determination.
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bstract

A convenient microwave plasma treatment method with ammonia precursor was proposed to enhance the solubility of carbon nanotubes (CNTs).
he SEM, XRD and FTIR spectra clearly demonstrated that the carbon skeleton structure of the resultant ammonia plasma-treated CNTs (ammonia
T-CNTs) was not destroyed and amine groups of different forms were successfully coupled to CNTs in the MWP treatment process. The ammonia
T-CNTs have excellent solubility in water and are insoluble in nonpolar tetrahydrofuran, and the cyclic voltammograms suggest that the enhanced
etting properties clearly favor faster electron transfer kinetics on the ammonia PT-CNT electrodes. By choosing glucose oxidase as a model

nzyme, the application of the ammonia PT-CNTs in construction of biosensors was further investigated. Due to the biocompatibility and electron

ransfer capability of the ammonia PT-CNTs, the resultant GOD biosensor displayed a good sensing performance. The biosensor has a fast response
f less than 10 s, and the response current linearly increases with the glucose concentration in the range of 1.2 × 10−4 to 7.5 × 10−3 M with a
etection limit of 1.0 × 10−5 M.

2007 Elsevier B.V. All rights reserved.
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. Introduction

Electrochemical biosensors have gained increasing attention
ue to their potential application in the areas of food indus-
ry [1,2], clinical analysis [3,4], and environmental monitoring
5,6]. They are generally constructed by immobilizing bioma-
erials with recognizing and/or catalyzing abilities to sensing

atrices and combining these with electrochemical sensing
evices, which can convert analyte concentrations into electrical
ignals. For electrochemical biosensors, the electrochemical per-
ormance is directly related to the sensing matrix materials, and
hus many efforts have still been directed to the development of
ew sensing materials with outstanding physicochemical prop-
rties.
Since Lijima [7] discovered carbon nanotubes (CNTs), they
ave led to many new technical developments and applica-
ions due to their high chemical stability, large surface area,

∗ Corresponding author. Tel.: +86 731 8821916; fax: +86 731 8821916.
E-mail address: zywu@hnu.cn (Z. Wu).
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nique electrochemical properties, and excellent mechanical
trength [8]. In particular, their applications in electrochem-
cal sensors and nanoscale electronic devices have attracted
ncreasing attention [9–13]. It has been found that CNTs have

high electrocatalytic effect and a fast electron-transfer rate,
nd thus they have great potential to be applied to biosensors,
specially amperometric biosensors, to enhance their sensing
erformances. However, one of major obstacles for developing
he CNT-based devices is their insolubility nearly in all sol-
ents [14,15], which is unfavorable to the immobilization of
iomolecules in aqueous solutions and to the preservation of
heir bioactivities. At present, the challenge has somewhat been
ddressed through various chemical modifications. For instance,
NTs can be treated by refluxing in HNO3 and/or H2SO4 to

ntroduce COOH and OH groups and increase their aqueous
olubility [15,16]. However, the treatment in such harsh condi-
ions clearly deviates from principles of green chemistry, and it

s also possible to damage their sidewalls [17], to decrease their
tability [18], and even to cut them into short pieces [19].

Plasma treatment is an attractive technique as it is a rapid,
ersatile and contaminant-free procedure for the introduction of



ta 72

v
c
b
t
f
e
r
t
r
t
m
m
e
[

m
t
c
i
h
i
m
p
s

a
i
C
c
o
m
e
m
t

2

2

f
c
s
1
O
C
s
o
g
r

(

2

l

H
c
t
a
a
t
w
s
fi

2

P
e
o
r
0
m
C
B
t
o
t
b
c
w
i

2

e
p
e
e
t
b
s
m
s
i
u
V
t
r
p

3

3

Z. Wu et al. / Talan

arious functional groups. In a plasma treatment process, parti-
le energies of plasmas are usually comparable with chemical
ond energies, and the particle densities and energies can be con-
rolled by the external plasma parameters (e.g. power, pressure,
requency, etc.). Accordingly, the plasma treatment technique
nables various kinds of precursor monomers to be activated into
eactive radicals, and thus the surface functionalization even of
he most inert materials can also be conveniently tailored. Many
eports have well demonstrated its applications in polymeriza-
ion depositions, and the surface modifications of polymeric

aterials and fine powders [20–22]. Furthermore, plasma treat-
ents to biosensor substrates have also been verified to be quite

ffective for the immobilization of enzymes [23,24], antibodies
25–27] or DNAs [28].

Recently, some efforts have been directed to the plasma
odifications of CNTs [29,30]. Dai group [29] studied

he acetaldehyde or ethylenediamine plasma activation of
arbon nanotubes for chemical modification, and the result-
ng polysaccharide-grafted carbon nanotubes show good
ydrophilicity. Khare et al. [30] successfully functional-
zed single-walled carbon nanotubes (SWCNTs) through a

icrowave discharge of ammonia. However, the effects of
lasma modifications on the electrochemical properties and
ensing applications of CNTs have not yet been addressed.

In this study, we used a microwave plasma (MWP) with
n ammonia source to treat carbon nanotubes. This is primar-
ly aimed at introducing hydrophilic groups on the surface of
NTs to enhance their aqueous dispersion. The electrochemi-
al behavior of the modified CNTs was studied using glucose
xidase as a model enzyme for the construction and develop-
ent of a working biosensor. Due to the good hydrophilicity and

lectrochemical performance of the modified CNTs, the CNT
atrix can effectively entrap glucose oxidases and preserves

heir bioactivity giving excellent sensing response.

. Experimental

.1. Reagents

Glucose oxidase (GOD; EC 1.1.3.4. 196 U mg−1) and vinyl-
errocene (VF, 98%) were supplied by Sigma. Nafion was pur-
hased from Aldrich. �-d-glucose was obtained from ICN. The
ingle-walled carbon nanotubes (SWCNTs) with a diameter of
–2 nm and with a length of up to 0.5–1 �m were purchased from
rganic Chemistry Engineering Technology Center (Chengdou,
hina) and were used without any further pretreatment. Glucose

tock solution was allowed to mutarotate at room temperature
vernight before use. All other chemicals were of analytical
rade or higher commercially available purity and were used as
eceived. Doubly distilled water was used throughout.

The supporting electrolyte was 0.067 M phosphate buffer
PB), which was prepared with KH2PO4 and Na2HPO4.
.2. MWP treatment of CNTs

The plasma treatment of CNTs was completed in a stain-
ess reactor with a MWP system (Guowei Limited Corporation,

s
[
i
C

(2007) 1336–1341 1337

ubei Province, China). Ammonia (30%) was used as a pre-
ursor, and pure hydrogen (99.99%) as a carrying gas. During
he deposition process, the flowing rate of carrying gas was kept
t 1.0 mL min−1, the pressure of the reactor chamber at 266 Pa,
nd the MW power being 30 W. The resultant ammonia plasma-
reated CNTs (ammonia PT-CNTs, 2 mg) was added into 0.5 mL
ater, and the mixture was then sonicated for 20 min in ultra-

onic bath, a dispersed solution of carbon nanotubes was formed
nally.

.3. Fabrication of the GOD electrodes

A GOD solution of 10 mg mL−1 was prepared with 0.067 M
B at pH 6.9. Prior to use, the platinum disk (0.2 mm diameter)
lectrode was polished successively with 1, 0.3 and 0.05 �m
f �-alumina powders in each experiment. After thoroughly
insed in ultrasonic bath, the electrode was immersed in 50 �L of
.15 M VF solution in methanol and air-dried. Subsequently, a
ixture solution was prepared by mixing 3 �L of ammonia PT-
NTs solution, 2 �L of GOD solution, 5 �L of 1.0 mg mL−1

SA (bovine serum albumen) and 2 �L of 2.5% GLU (glu-
araldehyde), and 5 �L of the mixture solution was then pipetted
nto the electrode surface and dried at 4 ◦C overnight. Finally,
he electrode was rinsed with PB to remove the non-covalently
ound enzymes, and the GOD electrode was then obtained. As a
omparison, the GOD electrode without the ammonia PT-CNTs
as prepared by the same procedure described above. When not

n use, the electrodes were stored at 4 ◦C in a refrigerator.

.4. Electrochemical measurements

Electrochemical measurements were performed using an
lectrochemical analyzer (Shanghai Chenhua Instrument Com-
any, China). The three-electrode system consisted of a GOD
lectrode as working electrode, a saturated calomel reference
lectrode (SCE) and a platinum foil counter electrode. All elec-
rochemical experiments were carried out in 10 mL phosphate
uffer (pH 6.9) at room temperature (20 ± 2 ◦C) in an air-
aturated condition unless otherwise stated. All potentials were
easured versus a saturated calomel reference electrode under

tirring conditions. Alternating current (ac) impedance exper-
ments were performed in a laboratory-made measuring cell
sing a Model VMP2 Multichannel Potentiostat with Ec-Lab
6.70 and ZsimpWin Version 2.00 software (EG&G Prince-

on Applied Research, Princeton, NJ). Impedance spectra were
ecorded over a frequency range of 0.1–100,000 Hz at zero dc
otential with the ac potential amplitude of ±20 mV.

. Results and discussion

.1. Characterization of ammonia PT-CNTs

Ammonia has been considered to be an effective precur-

or to introduce amine functionalities to the carbon nanotubes
30] and other materials [31,32], enhancing their hydrophilic-
ty and biocompatibility. Fig. 1 shows the SEM images of the
NTs before and after the ammonia plasma treatment. It can
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Fig. 1. SEM images of the CNTs (a) befo

e shown that after the ammonia plasma treatment, the tubu-
ar diameter of the ammonia PT-CNTs was about two times
arger than that of the pristine CNTs, clearly indicating a homo-
eneous ammonia plasma deposition coating on the carbon
anotube sidewall. However, the MWP modification reactions
re somewhat complex because the ammonia precursor can
roduce multiple reactive radicals, such as N, NH, NH2, etc.,
nder microwave radiation [33]. Fig. 2 shows the typical FTIR
ransmittance spectrum of the ammonia PT-CNTs. Compared to
he absorption curve of the pristine CNTs (curve a), a peak at
319 cm−1 can be observed from that of the ammonia PT-CNTs
curve b), indicating the presence of N H stretching mode. And
he absorption peaks at 1650–1458 cm−1 can be assigned to the
eformation vibrations of N H bonding. These absorption peaks
learly demonstrated that some hydrophilic amine groups were
ntroduced in the ammonia PT-CNTs. Moreover, it can also be
oticed that the peak at 3319 cm−1 is relatively wide and the

−1
eaks at 1650–1458 cm are relatively complex. These phe-
omena seem to be related to the fact that amine groups of
ifferent forms and even some groups containing oxygen are
oupled to CNTs in the MWP treatment process.

ig. 2. FTIR spectra of the pristine CNTs (a) and the ammonia PT-CNTs (b).

v
p

3

u

F

(b) after the ammonia plasma treatment.

To investigate the effect of MWP treatment on the struc-
ure of CNTs, the XRD spectra of the CNTs before and after
reated by MWP were compared (see Fig. 3). Fig. 3a displays
he XRD spectrum of the pristine CNTs, and Fig. 3b displays
he XRD spectrum of the ammonia PT-CNTs. It can be seen that
he ammonia PT-CNTs have the same characteristic diffraction
eaks at thetal 25.8 (assigned as a peak arising from the 002
attice face) and thetal 43.4 (assigned as a peak arising from
he 100 lattice face) as the pristine CNTs and the intensity of
arbon peaks are not clearly changed, implying that the car-
on skeleton structure of ammonia PT-CNTs is not destroyed
n the MWP treatment process. On the other hand, we also
otice that there are two small peaks in thetal 15 and thetal 35 in
ig. 3b, suggesting that CNTs is successfully modified and some
ew substances are formed in the MWP process. These results
urther demonstrate that the MWP treatment is a reliable and
ffective approach, which can conveniently endow CNTs with
arious new functional groups while maintaining their original
hysicochemical properties.
.2. Solubility of the ammonia PT-CNTs

The photographs in Fig. 4 were used to describe the sol-
bility of the ammonia PT-CNTs in different solvents. The

ig. 3. XRD spectra of the pristine CNTs (a) and the ammonia PT-CNTs (b).
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ig. 4. Photographs of the ammonia PT-CNTs in water (a) and in THF (b) and
he pristine CNTs in water (c).

mmonia PT-CNTs were uniformly dispersed in water even
fter 10 days (Fig. 4a), whereas the untreated pristine CNTs
apidly settled in water in about 1 h (Fig. 4c). Moreover, the
olubility of the ammonia PT-CNTs in tetrahydrofuran (THF)
as also investigated (Fig. 4b), and the result showed that the

mmonia PT-CNTs also settled in a nonpolar solvent in about
h. These phenomena suggest that the introduction of polar
mino groups in the MWP treatment process greatly increase
he hydrophilicity of CNTs, and consequently the ammonia PT-
NTs are soluble in water and insoluble in nonpolar solvent.
he improvement in hydrophilicity of CNTs will not only benefit

heir biocompatibility to a certain degree but also make the appli-
ations of CNTs in biomolecular immobilizations and biosensor
onstructions more convenient. For instance, the couple between
iomolecules and CNTs can be completed at an aqueous envi-
onment, and thus the activity of biomolecules can be better
aintained.

.3. Electrochemical performance of the ammonia
T-CNTs

It has been recognized that the electron transfer capacity of
lectrodes in electrochemical processes is directly associated to
he surface conditions of electrode materials. The plasma treat-

ent of electrodes has also been demonstrated to be an effective
pproach to drive the electron transfer faster [34]. For the ammo-
ia PT-CNTs, the introduction of the hydrophilic groups greatly
nhances the wetting properties of CNTs interface, as well as
mproving the electron transfer properties of CNTs. In this study,
he oxidation of potassium ferrocyanide served as a benchmark
o compare the electrochemical properties of the ammonia PT-
NTs and the pristine CNTs. In view of the bad dispersibility
f the pristine CNTs in water, both the CNTs were dispersed in
.5% Nafion solution in an ultrasonic bath for 2 h. The two kinds
f CNTs (10 �L of 3 mg mL−1 solutions) were then coated onto
he rinsed electrodes, respectively, to form the CNT-modified

lectrodes. Fig. 5 shows the current-normalised cyclic voltam-
ograms of 5 mM potassium ferrocyanide at the two electrodes.

t can be seen that for the ammonia PT-CNTs modified electrode,
he peak potential separation (�Ep) of the cyclic voltammetric

o
i
c
a

ig. 5. Cyclic voltammograms of 5 mM potassium ferrocyanide at the two
afion membrane electrodes consisting of the ammonia PT-CNTs (a) or the
ristine CNTs (b).

urve (curve a) at a sweep rate of 150 mV s−1 is 80 mV, while the
Ep value for the pristine CNTs modified electrode is 200 mV.
he clear decrease in the�Ep value indicates that the ammonia
T-CNTs has a faster electron transfer capability than the pris-

ine CNTs, and the electron transfer rate constant (k0) values of
otassium ferrocyanide at the two electrodes were estimated to
e 0.5 and 0.06 cm s−1, respectively [35]. These results demon-
trate that the enhanced wetting properties can favour faster ET
inetics on the ammonia PT-CNTs electrodes as well as this
onvenient MW plasma treatment has little effect on the carbon
keleton structure of CNTs, retaining conducting properties of
he ammonia PT-CNTs.

.4. Performance of the ammonia PT-CNTs in biosensor
onstruction

To further study the electrochemical properties and biosens-
ng applications, we applied the ammonia PT-CNTs to construct
n electrochemical GOD biosensor and investigated the influ-
nces of the ammonia PT-CNTs on the electrochemical
ehaviors and sensing characteristics of the biosensor in detail.
ig. 6 is the Faradaic impedance spectra corresponding to the
OD electrodes with the ammonia PT-CNTs or without the

mmonia PT-CNTs. It can be seen that the Faradaic resistance
f the electrode only with a VF layer is 400� (curve a), whereas
linear Faradaic impedance curve is observed and the Faradaic

esistance almost reaches zero when 5 �L of ammonia PT-CNTs
1.0 mg mL−1) is added on the electrode (curve b). Moreover,
urve c and d reveal that the Faradaic resistances of the GOD
lectrode consisting of VF, GOD, GLU, and BSA with or with-

ut the ammonia PT-CNTs are 450 and 4000�, respectively. It
s thus obvious that the presence of the ammonia PT-CNTs can
learly increase the Faradaic resistance of enzyme membrane
nd enhance the electron transfer kinetics of GOD biosensor.
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Fig. 6. Nyquist plots (Zim vs. Zre) corresponding to the Faradaic impedance
analyses of the electrodes. (a) With only a VF layer; (b) with a mixture layer of
the ammonia PT-CNTs and VF; (c) with a mixture layer of GOD, GLU and BSA
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n the VF layer; (d) with a mixture layer of GOD, GLU, BSA and ammonia PT-
NTs on the VF layer. All impedance spectra are recorded in 0.1 M phosphate
uffer in the presence of 5 mM [Fe(CN)6]3−/4−.

To investigate the influence of the ammonia PT-CNTs on
he sensing performance of GOD electrodes, we compared the
urrent responses of the GOD electrodes with and without
he ammonia PT-CNTs to glucose at the applied potential of
400 mV versus SCE. The result showed that the response cur-
ent values of the GOD electrode with the ammonia PT-CNTs in
lucose solutions of different concentrations were much larger
han those obtained from the GOD electrode without the ammo-
ia PT-CNTs. For example, the response current of the GOD
lectrode with the ammonia PT-CNTs in 12 mM glucose solu-
ion is 1.48 �A while that of the GOD electrode without the
mmonia PT-CNTs is only 0.32 �A. The result suggests that
he ammonia PT-CNTs can play a similar role as the common
NTs in enhancing the electron transfer of enzymatic elec-

rodes as well as making the immobilization of biomolecules
nd the construction of biosensors more convenient. On the
ther hand, the amount of the ammonia PT-CNTs in the GOD
atrix membrane also affects the sensing characteristics of the

iosensor. The ammonia PT-CNTs of different concentrations
s used for the construction of the GOD electrodes. The exper-
ment result shows that the addition of the ammonia PT-CNTs
istinctly increases the response current. When the concentra-
ions of the ammonia PT-CNTs are 0.5, 1, 2 and 4 mg mL−1, the
esponse currents of the prepared GOD electrodes in 6 mM glu-
ose solution were 0.46, 0.90, 1.65 and 2.23 �A, respectively.
owever, the increasing ammonia PT-CNTs make the stabil-

ty of the GOD matrix membrane somewhat deteriorated. In
his experiment, 1 mg mL−1 CNTs is preferably used for the
emainder of experiments.

.5. Response characteristics of the GOD electrodes
The applied experimental potential could affect the ampero-
etric determination of glucose, and thus we investigated the

lectrode responses at different potentials. With the increas-

f
t
o
b

ig. 7. Dynamic response of the GOD electrode to successive addition of
.3 mM glucose in 0.067 M phosphate buffer (pH 6.9) at the applied potential
f +400 mV vs. SCE. The insert figure shows the calibration curve.

ng potential from 400 mV to 700 mV, the response current of
he GOD electrode reached a plateau. To avoid interference at
igher applied potential, a potential of 400 mV (versus SCE)
as selected as the applied potential for amperometric mea-

urements. Fig. 7 displayed typical amperometric i–t curve of
he GOD electrode for successive additions of the same amounts
f glucose (0.3 mM) under the optimized experimental con-
itions. The GOD electrode exhibited a rapid and sensitive
esponse to glucose solution, and the response time was less
han 10 s. As shown in the inset figure in Fig. 7. The response
urrent linearly increased with the glucose concentration in the
ange of 1.2 × 10−4–7.5 × 10−3 M, and the detection limit was
.0 × 10−5 M (S/N > 3).

The repeatability of response current of the GOD electrodes
as studied at a glucose concentration of 0.12 mM. The vari-

tion coefficient (VC) was 2.5% for five successive assays.
hree GOD electrodes prepared independently in the same batch
howed an acceptable reproducibility with a VC of 4.76% (n = 4)
or the current determinations in 0.3 mM glucose solution.

Moreover, the GOD electrodes also displayed good storage
tability. We measured the sensing response of the GOD elec-
rode to 0.1 mM glucose. The response current of the GOD
lectrode decreased to 97.3% after storing for 10 days, and it
aintained about 85.7 and 70.4% of its original response after

0 and 30 days, respectively.

. Conclusion

A microwave plasma treatment method has been developed
o enhance the solubility of carbon nanotubes. By using ammo-
ia as precursor monomer, the resultant ammonia PT-CNTs
aintained the carbon skeleton structure, while grafting new
unctional groups. The introduction of polar functional groups in
he MWP treatment process greatly increased the hydrophilicity
f CNTs, making the applications of CNTs in immobilizations of
iomolecules and construction of biosensors more convenient.
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bstract

Aminopyrene was convalently anchored onto the surface of mesoporous MCM-41 silica by post-grafting. This organic–inorganic hybrid has
een applied as sensing material to phenols determination. Experimental results reveal that the functionalized material presents good sensitivity

nd selectivity towards resorcinol and can be used for resorcinol determination in water at pH 6.0. The fluorescence intensity of aminopyrene
unctionalized mesoporous silica decreases proportionally to the logarithm of resorcinol concentration in water. The linear range for resorcinol
etection lies in 4.79–163 �M with a detection limit of 2.86 �M (S/N = 3).

2007 Elsevier B.V. All rights reserved.
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. Introduction

Phenolic compounds are widely used chemicals and released
nto the environment by a large number of industries includ-
ng resins and plastics, wood preservation, petroleum refining,
yes, chemicals and textiles [1]. However, most phenols are also
ajor environmental pollutants with toxicity that pose a great

hreat to human health [2]. Thus the presence and concentration
f these contaminants must be detected and monitored not only
n aqueous effluents from industrial processes but also in bev-
rages, juice and bottled drinking water. Many techniques have
een used for monitoring phenols, such as spectrophotometric
3], high-performance liquid chromatography with diode array
etection [4], microchip capillary electrophoresis with end-
hannel amperometric detection [5], quartz crystal microbalance
6], flow injection chemiluminescence [7] and surface plasmon
esonance [8], fluorescence [9,10]. Biosensors based on immo-
ilized enzymes for the detection of phenols have been recently

eported in the literatures, involving tyrosinase [11–14], recom-
inant fungal laccase [15] and immobilized bacteria [16].

∗ Corresponding author. Tel.: +86 28 85407958; fax: +86 28 85407859.
E-mail address: xiaodan99@sohu.com (D. Xiao).
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039-9140/$ – see front matter © 2007 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2007.01.032
Herein, we report on the synthesis and characterization of
minopyrene functionalized MCM-41 type mesoporous silica
aterial that serves as fluorescence probe for the selective deter-
ination of phenols in water. By post-grafting, mesoporous sil-

ca was first functionalized with 3-aminopropyltriethoxysilane
nd then 1-pyrenecarboxaldehyde was anchored onto the matrix
hrough a Schiff base condensation. This aminopyrene function-
lized material shows different response behaviors to phenols
nd possesses good selectivity and sensitivity towards resorci-
ol.

Since the discovery of periodic mesoporous materials in
992, various routes of functionalizing their pore surface have
een reported to yield hybrid materials with improved adsorp-
ion, extraction, ion exchanges, or catalytic abilities [17].
he optical organic–inorganic hybrids are excellent materi-
ls in the development of optical sensors because microscopic
esoporous siliceous hosts possess the advantages of optical

ransparency in the visible region while guaranteeing fastness
oward UV radiation. Based on mesoporous silica monolith
ontaining functional groups, an optical metal ion sensor has
een developed by converting the conventional fast metal-ligand

omplexation into slow diffusion-controlled binding, which is
uitable for metal ion quantitative analysis [18]. Metal ions
ensing materials could also be obtained by incorporating fluo-
escent chelate ligands into the mesopores of MCM-41 through
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imple assembling [19]. Attaching pH sensitive dyes, fluores-
ein isothiocyanate, covalently to mesoporous silica matrix,
H-sensor with mesoporous thin films was developed [20].
icole et al. reported a dibenzoylmethane-silica mesostructured
ptical sensor for uranyl cations determination [21]. Function-
lized mesopores can even be used as receptor for the selective
etermination of anions [22,23]. Selective functionalization of
he exterior and interior surface of the structurally uniform

esoporous materials, such as MCM-41 or SBA-type of sil-
ca, with different organic moieties allows for precise regulating
he penetration of molecules with certain sizes and chemical
roperties into the nanoscale pores [24–26]. Basing on the gate-
eeping effect of poly(lactic acid), fluorescence probe based
n mesoporous silica nanospheres has been developed for dis-
inguishing neurotransmitters containing amino according to
heir different penetrating rates through the gatekeeping layer
27].

. Experimental

.1. Instrumentations

Fluorescence spectra were obtained on a Perkin-Elmer LS-55
pectrofluorimeter equipped with a 10 mm quartz cuvette. The
xcitation and emission slit widths were set at 10 and 7.5 nm,
espectively. The scanning rate of monochromators was main-
ained at 240 nm min−1. Mesoporous silica was characterized
y transmission electron microscope (TEM, Hitachi H-800)
perating at an accelerating voltage of 200 kV. Powder X-ray
iffraction (XRD) data were recorded using a Philip X’pert pro
iffractometer with Cu K� radiation (λ= 1.5406 Å). And Fourier
ransform infra-red (FT-IR) spectra were obtained on a Thermo
icolet NEXUS 670 FT-IR spectrophotometer.

.2. Reagents

All reagents were of analytical reagent grade unless
tated otherwise. Reagents such as 1-pyrenecarboxaldehyde
Lancaster, A Johnson Matthey Company), tetraethyl orthosil-
cate (TEOS), phenol, resorcinol, catechol, hydroquinone,
hlorglucinol, and pyrogallol were used as received except

hat 3-aminopropyltriethoxysilane (APTSi) was purified by
nder-pressure distillation before use. Phenols stock solutions
0.1 mol L−1) were prepared with doubly distilled water and kept
n dark glass at 4 ◦C. Doubly distilled water was used throughout
he experiment.

r
t
t
t
(

Scheme 1. Synthesis of the funct
2 (2007) 1288–1292 1289

.3. Preparation of aminopyrene functionalized
esoporous silica (solid 1)

Mesoporous silica MCM-41 was synthesized according to
he reported method [28]. Mesoporous silica was dispersed
n dry toluene (1 g solid in 30 mL), and then excess of 3-
minopropyltriethoxysilane (3.0 mL) was added. The mixture
as refluxed for 24 h. The amino-functionalized solid was fil-

ered and washed first with dichloromethane and then with
thanol. One gram of the resulting solid was redispersed in dry
oluene and reacted with 0.5 g 1-pyrenecarboxaldehyde under
efluxing for 24 h. After that, excessive NaBH4 (110 mg) was
dded and stirred at room temperature for 10 h. The resulting
olid was washed with 0.01 M HCl and then with water until
H was 5–6. Any residual reactants were removed by Soxhelt
xtraction over ethanol for two days. Finally, yellow powder
as obtained and dried for use. This organic–inorganic hybrid
aterial is denoted as solid 1 in the context.

.4. Phenols determination

Solid 1 floats on aqueous solution and does not disperse well
irect in water, while a stable suspension can form in ethanol
nd DMSO. Solid 1 (0.2500 g) was first wetted with ethanol and
hen diluted with water to 250 mL to obtain a solution with con-
entration of 1.0 mg mL−1. For phenols determination, 2.50 mL
f solid 1 solution and appropriate volume of phenols stock
olution were added into a 10 mL flask and diluted to the mark
ith water. After 10 min, fluorescence emission was recorded

t 471 nm with excitation wavelength at 403 nm in a 10 mm
uvette. Based on the fluorescence quenching of solid 1 caused
y phenols addition, a method for phenols determination in water
an be established.

. Results and discussion

.1. Synthesis of solid 1 as sensing material

Mesoporous materials especially siliceous MCM-41 have
ncreasingly gained popularity in chemical sensing due to their
arrow and controlled pore size distribution in ordered hexag-
nal channels with comparatively large pore opening. In this
esearch, the MCM-41 solid was converted to a suitable recep-

or by a straight reaction with 3-aminopropyltriethoxylsilane and
hen further reaction with 1-pyrenecarboxaldehyde to obtain
he sensing material, solid 1, for the detection of phenols
Scheme 1). In this functionalized hybrid, aminopyrene groups

ionalized MCM-41 solid 1.
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hydroxyl groups, respectively, have been investigated as tar-
get analytes. Resorcinol addition to the functionalized MCM-41
particle suspension results in a remarkable fluorescence quench-
ing. At the same concentration as resorcinol (for example,
ig. 1. FT-IR spectra of three solids: curve a, MS; curve b, amine functionalized
S; curve c, aminopyrene modified MS.

ere convalently grafted onto mesoporous silica materials.
mino groups are good coordination sites, whereas pyrene
oiety has been included as signaling subunit to detect phenol-

olid interaction. X-ray diffraction (XRD) analysis (not shown)
eveals that the modified solid only has a slight decrease in d-
pacing for the (1 0 0) diffraction peak (from 4.40 to 4.10 nm)
nd the typical features of MCM-41 phase are retained after
minopyrene functionalization. As shown in Fig. 1, upon amine
unctionalization the infrared spectrum shows the typical N–H
nd C–H stretching vibrations in the region of 3400–3000 and
974 cm−1, respectively. After pyrene was anchored, new bands
re observed at 1400 cm−1, which may be ascribed to C–N
tretching vibration. These results indicate that aminopyrene
as convalently anchored on the mesoporous silica through a
chiff condensation between the free amine groups on the sur-
ace of the material and C O of 1-pyrenecarboxaldehyde, just
s depicted in Scheme 1.

.2. Fluorescence characteristics of solid 1

The fluorescence intensity and emission wavelength of solid
are dependent on the polarity of solvent. The maximal fluores-

ence excitation and emission occur at 405 nm/511 nm in DMSO
nd 405 nm/455 nm in ethanol while 403 nm/471 nm in aqueous
olution. The fluorescence intensity is water > ethanol > DMSO.
henols, especially resorcinol, can remarkably quench the
uorescence emission of aminopyrene functionalized meso-
orous silica. Upon phenol additions, fluorescence intensity
t 471 nm decreases as the phenol concentration increases
Fig. 2).

.3. Effect of pH on the fluorescence intensity of solid 1
Using HCl and NaOH as pH adjusting reagents, the effect
f pH on the fluorescence intensity of solid 1 was investigated.
luorescence intensity of solid 1 is significantly affected by the
ig. 2. Fluorescence emission quenching of solid 1 caused by increasing resorci-
ol additions. And the resorcinol concentration of curves 1–6 is 0, 4.79 × 10−6,
.58 × 10−6, 1.92 × 10−5, 2.87 × 10−5, 4.79 × 10−5 mol L−1, respectively.

cidity of the media, as shown in Fig. 3. In basic media, flu-
rescence intensity maintains almost the same level. However,
mission decreases apparently and the pale yellow particles turn
range immediately when exposing to acid media. Maximal flu-
rescence emission was obtained when pH was around 6.0. Thus
H was kept at 6.0 in the following experiments.

.4. Responses of solid 1 to different phenols

Phenols can cause fluorescence quenching of solid 1. Fig. 4
hows the relative fluorescence quenching I0/I (I0 and I are
he fluorescence intensity of solid 1 in the absence and pres-
nce of phenols, respectively) of the pyrene signaling subunit
f solid 1 versus the phenols concentration in water. Phe-
ol, resorcinol and phloroglucinol with one, two and three
Fig. 3. Effect of pH on the fluorescence intensity of solid 1.



W. Xiao, D. Xiao / Talanta 7

1
3
q
t
b
h
o
i
S
h
p
t
r

n
c
o
h
t
e
m
s
m
m
s
t
b
m
g
c
a
a
r
f
t
T
r
o

s
u
g
a
w
s
v
a
w
s
t
o
c
i
a
a
a
i
t
i

3

e
q
r
�
I
fi
2
d
r

3

The influence of some common substances on the determi-
nation of resorcinol was investigated by preparing solutions
containing 5 × 10−5 mol L−1 resorcinol. Within an error less
Fig. 4. Fluorescence titration curve of solid 1 for bi-hydroxy phenols.

.00 × 10−4 mol L−1), the addition of phenol caused about
0% fluorescence quenching and phloroglucinol induced 5%
uenching comparing to resorcinol addition. It seems that
he different response behaviors of solid 1 to phenols may
e related to the number of hydroxyl. Bi-hydroxyl phenols,
ydroquinone and catechol, were also investigated on the flu-
rescence quenching of solid 1 and the results are shown
n Fig. 4. Resorcinol shows the largest response once again.
olid 1 presents insensitive and indistinctive response to tri-
ydroxyl phenols—phloroglucinol and pyrogallol. Among the
henol and poly-phenols investigated, it can be concluded
hat solid 1 possesses good selectivity and sensitivity towards
esorcinol.

Why solid 1 shows determining selectivity towards resorci-
ol among the similar bi-hydroxyl phenols? On the one hand,
hanges in the fluorescence of solid 1 caused by the presence
f resorcinol can probably be attributed to the formation of
ydrogen bonds between –OH and the amino groups, and/or
o a �-stacking interaction between resorcinol and pyrene moi-
ties. On the other hand, anchoring functional groups onto
esoporous MCM-41 as sensing materials can usually improve

ensitivity and selectivity due to its characteristic periodicity of
esoporosity. Functional groups were usually combined with
esoporous silica through silanol condensation. In the most of

ynthetic methods of functionalized mesoporous silica, func-
ional groups are not aligned in similar or parallel orientation
ut in intersectional style because of the not so highly ordered
esostructure [29,30]. Thus the neighboring two functional

roups and the mesopore wall would constitute a nanoscale
avity. These nanosized cavities could act as binding pockets
nd be used as hosts for the target guest to be coordinated
nd sensed. In order to test the effect of the nanoscale pores,
esearch group of R. Martı́nez-Máñez prepared materials from
umed silica, which lacks the homogeneous porosity characteris-

ic of mesoporous solids, with similar functionalization [22,25].
heir studies indicated that fumed silica showed a very poor

esponse to the same analyte compared to that of mesoporous
ne. This suggests that the presence of pores in mesoporous
2 (2007) 1288–1292 1291

ilica could favor spatial proximity between coordination sub-
nits and thus enhance the coordinating ability of the binding
roups in the nanoscale pockets towards analyte. Though after
minopyrene functionalization the mesopore size of the solid
ill decrease and even may be blocked, the surface of the

olid must still retain its periodicity: a periodicity that, con-
eniently modulated by the bonded ligand molecules, fits with
nalyte’s size, charge and geometry. The nanosized cavities lined
ith binding sites from the surface of mesoporous solid act as

patial selector in sensing. If resorcinol’s shape fits the cavi-
ies, there must be a larger number of amino-resorcinol contact
ccurring than other phenols. In the case of hydroquinone and
atechol, their structures may not be so suitable for enclos-
ng in the cavity host comparing to that of resorcinol. Hence

weak interaction occurs between solid 1 and hydroquinone
nd catechol. Using its solid surface and nanosized cavities
s an additional sensing factor, solid 1 remarkably enhances
ts response to resorcinol. However, the real mechanism for
he selective response of solid 1 to resorcinol is still under
nvestigation.

.5. Analytical parameters for resorcinol detection

For resorcinol determination, calibration curve can be
stablished based on the linear relationship of fluorescence
uenching (I0/I) of solid 1 versus the logarithm of the
esorcinol concentration in water. In the range of 4.79–163
M, the calibration curve equation can be expressed as:

0/I = 2.6806 + 0.3165 log C (mol L−1) with a correlation coef-
cient r2 = 0.997 (Fig. 5). The detection limit (LOD) is
.86 �mol L−1 of resorcinol calculated from three times of stan-
ard deviation (S/N = 3). The relative standard deviation for five
eplicate measurements is 2.2%.

.6. Interferences
Fig. 5. The calibration curve for resorcinol determination.
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Table 1
Determination of resorcinol in pharmaceutical samples

Pharmaceutical
samples

Determineda

(�mol L−1)
Added
(�mol L−1)

Found
(�mol L−1)

Recovery
(%)

Sample 1 18.16 10.00 10.35 103.50
40.00 40.44 101.10

Sample 2 41.37 40.00 39.92 99.80
80.00 83.92 104.90

Sample 3 90.82 20.00 19.72 98.60

s

t
o
P
M
T
i
N
n
d

3

r
c
C
c
3
a
p
c
d
1
l
s
m
c
a

4

a
C
t
s
a
h

A

e
o

R

[

[
[

[

[

[
[

[
[

[

[
[

[

[

[

[

[

[

50.00 47.86 95.73

a The results listed are the 10 000, 1000, 10 000 times diluted solution of
amples 1, 2 and 3, respectively.

han 5% on the fluorescence intensity, no interference was
bserved when including up to 200-fold Cl−, NO3

−, CO3
2−,

O4
3−, SO4

2−, AcO−, Na+, K+, Ca2+, Mg2+, Cu2+, Co2+,
n2+, Hg2+, Pb2+, Ni2+, Sr2+, Cr3+, Ba2+, Cd2+, Fe2+, Al3+,

b3+, Ag+, SCN−, NO2
−, C2O4

2−, H2O2, ascorbic acid, sal-
cylate, citrate, aniline, o-nitroaniline and 50-fold Fe3+, Zn2+,
d2+, Cr2O7

2−. However, o-nitrophenol, m-nitrophenol, p-
itrophenol, 2,4-binitrophenol, picric acid would interfere the
etection of resorcinol.

.7. Applications

The proposed method was applied to the determination of
esorcinol in several pharmaceutical samples. Compound sali-
ylic acid liniment (sample 1, San Yi Pharmaceutical Ltd., Wuhu
hina), Piyanning tincture (sample 2, Zheng Dong Pharmaceuti-
al Co., Sichuan China) and compound resorcinol lotion (sample
, Huaxi Hospital, Chengdu China) were commercial products
nd filtered through a cellulose acetate membrane (0.45 �m
ore size) before measurements. Fluorescence measurement and
alculation were performed following the analytical procedure
escribed above. Samples 1, 2 and 3 were 10 000, 1000 and
0 000 times diluted respectively to ensure that the response
ies in the linear range of the calibrated curve. The results are
ummarized in Table 1 (data based on the average of three deter-
inations). Recovery tests were also carried out based on the

ommercial formulations and results show that the recoveries
re acceptable.

. Conclusion

Mesoporous silica was functionalized with aminopyrene and
pplied to the selective determination of resorcinol in water.
ombining the binding properties of molecular receptors with
he structure characteristic of mesoporous material opens pos-
ibilities in developing new sensing system. This work presents
nother example for the potential use of the organic–inorganic
ybrid materials in optical sensing applications.
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bstract

The separation of three kinds of aminophenol isomers were achieved within 1 min in polyelectrolytes multilayers modified PDMS microchips
y layer-by-layer assembly with electrochemical detection (EC). Two polyelectrolytes, poly(dially dimethyl ammonium chloride) (PDDA) and
oly(sodium-4-styrene-sulfonate) (PSS) were used to form polyelectrolyte multilayers (PEMs). The surface characteristic of the modified microchip
as studied by XPS. The electroosmotic flow (EOF) on PEMs modified PDMS microchips was more stable than that of the native PDMS microchips
nd the adsorption of samples was greatly reduced on PEMs modified PDMS microchips during the electrophoretic process. The column efficiencies
n PEMs modified microchip were increased by 100 times and the signals enhanced by 2 times compared with those of native microchips. The
eparation conditions such as running buffer pH, running buffer concentration and separation voltage were also optimized.

2007 Elsevier B.V. All rights reserved.
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eywords: Aminophenol isomer; Modified PDMS microchips; Polyelectroly
ulfonate); Electrochemical detection

. Introduction

Aminophenol isomers with similar characteristics belong
o one kind of positional isomers. They are the important
ynthetic intermediates of many compounds in chemical engi-
eering. Therefore, it is important to establish the separation
ethod of aminophenol isomers. Thin-layer chromatrography

1], capillary electrophoresis (CE) [2] and high performance
iquid chromatography [3,4] have been widely used to sepa-
ate aminophenol isomers. Recently, microfluidic devices as
otential powerful tools for chemical and biological assays,
hich offer rapid analysis and low sample consumption and

ost, are paid great attention [5–8]. However, to the best of
ur knowledge, there is only one report related to separation
f aminophenol isomers, in which gold-nanoparticle modified
lass microchips with the total separation length of 77 mm were
sed to successfully separate aminophenol isomers within 160 s

9].

Because the microfluidic devices made of glass and quartz are
xpensive and time-consuming, and the microchannels are easy

∗ Corresponding author. Tel.: +86 25 83594862; fax: +86 25 83594862.
E-mail address: hychen@nju.edu.cn (H.-Y. Chen).
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039-9140/$ – see front matter © 2007 Elsevier B.V. All rights reserved.
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ltilayers; Poly(dially dimethyl ammonium chloride); Poly(sodium-4-styrene-

o be blocked up, polymer substrates, such as poly (dimethyl-
iloxane) (PDMS), poly(methylmethacrylate) (PMMA),
olystyrene, polycarbonate and others have been used to
abricate microfluidic devices [10–12] recently. These polymer
ubstrates are less fragile and more suitable for mass produc-
ion, thus the polymeric microfluidic devices are more cost
ffective. Among them, PDMS has been the most popular soft
lastic substrate because of its optical transparency, elasticity,
asy handling, and good sealing properties. However, PDMS
icrofluidic devices exhibited poor separation efficiency that
ust be overcome. The peak broadening was believed to

e due to the adsorption of hydrophobic analytes or species
ontaining hydrophobic domains to the polymer surface. Also,
he electroosmotic flow (EOF) in PDMS channels is unstable.

The layer-by-layer (LbL) assembly method which was first
ntroduced by Decher in 1991 [13] is a rich, versatile, and sig-
ificantly inexpensive approach to the formation of thin films
ia alternating adsorption of positively and negatively charged
pecies from aqueous solutions and this method has been applied
n many fields such as biosensors [14–18], nonlinear optical

evices [19–21] and surface modification [22–24]. Recently,
olyelectrolyte multilayers (PEMs) method has been introduced
s more permanent and stable modification method in capillary
lectrophoresis (CE). The alternate adsorption of a cationic and
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h
Lian Yi Instrument Factory of Optical Fibre and Laser, China) as
we reported previously [30]. At the end of the channel was a solu-
tion reservoir with silicone grease providing a proper sealing.
This reservoir served as both the cathodic buffer waste reservoir
Y. Xiao et al. / Talan

nionic polyelectrolyte leads to the formation of a stable coating,
hich can greatly reduce the adsorption of solutes and improve

he separation efficiencies. Some PEMs such as PDDA/PSS [25]
nd dextran sulfate (DS)/polybrene [26,27] were used to mod-
fy the capillaries for the separation of protein. The successful
pplication of PEMs in CE suggested that it is a good idea to
se PEMs to dynamically coat microfluidic devices [28,29]. For
xample, a DS/polybrene modified PDMS microchip has been
sed to separation dopamine and hydroquinone by EC detection
28]. The achievements of using PEMs to modify microchips
ndicate that PEMs modification method can be employed to
uppress the analytes adsorption and to control EOF of PDMS
icrochips effectively.
In this paper, the multilayer film of PDDA/PSS was

pplied to modify PDMS microchips successfully. Separation of
minophenol isomers was performed within 1 min on the PEMs
odified PDMS microchip. The results showed that samples

dsorption was greatly reduced on the PEMs modified PDMS
icrochips during the electrophoresis process. The column effi-

iencies on PEMs modified microchips were increased by 100
imes than those of native microchips.

. Experimental section

.1. Chemicals and solutions

Sylgard 184 (PDMS) was purchased from Dow Corning
Midland, MI, USA). The carbon fiber (d = 8 �m) was pur-
hased from Goodfollow Corporation (Oxford, UK). PDDA
20% in water, d = 1.04, Mw = 200,000–350,000) and PSS
30% in water, d = 1.147, Mw = 200,000) were purchased from
igma–Aldrich (St. Louis, MO, USA). Aminophenol iso-
ers, acetic acid, potassium dihydrogen phosphate and sodium

ydroxide were obtained from Shanghai Chemical Reagents
orporation (Shanghai, China). Sodium acetate trihydrate,

odium phosphate dibasic and phosphorous acid were obtained
rom Nanjing Chemical Reagents No. 1 Factory (Nanjing,
hina). All reagents were of analytical grade and used with-
ut further purification. The phosphate-buffered salines (PBS) in
ifferent pH were prepared with 20 mM KH2PO4 and Na2HPO4
olutions. The running buffer used for electrophoresis separa-
ion was prepared by mixing 0.10 M sodium acetate solution and
.10 M acetic acid at different volume ratio diluted to proper con-
entration with distilled water. One millimolar stock solutions of
minophenol isomers were prepared with doubly distilled water
efore each experiment. Before use, they were diluted with cor-
esponding running buffer to proper concentration. PDDA and
SS solutions were prepared with 1:10,000 dilution of origi-
al material with distilled water, respectively. All the solutions
ere filtered through a 0.22 �m cellulose acetate filter (Xinya
urification Factory, Shanghai, China) before use.

.2. Fabrication of PDMS microchips
A straight separation PDMS microchannel with cross-
ampling channel was made based on a master composed of
positive relief structure of GaAs for the channels microfabri-
(2007) 1316–1321 1317

ated in No. 55 Electronic Institution (Nanjing, China) by using
tandard microphotolithographic technology. The PDMS was
eighed, degassed, and poured over the channel master. After

uring at 80 ◦C for 2 h and cooling at room temperature, the
DMS was stripped from the master, producing a pattern of
egative relief channels and reservoirs in the PDMS. Then it
as cut into suitable size and punched holes of 4 mm in diam-

ter. A thin piece of PDMS substrate was obtained by casting
he polymer mixture in a glass box. The sampling channel was
0 �m in width, 18 �m in depth and the separation channel was
0 �m in width and 18 �m in depth, respectively. The structured
DMS piece and PDMS substrate were ultrasonically cleaned
ith acetone, methanol and water for 20 min, respectively. Then

hey were dried under an infrared lamp and adhered with each
ther reversibly by finger pressure. The total length of the sep-
ration channel was 40 mm and the effective separation length
as 35 mm. The electrochemical detection was carried out with

n-column detection mode.

.3. Dynamic coating of microchannel

PDMS microchannels were coated with PDDA and PSS
ccording to the conventional procedures described in litera-
ure [25]. Briefly, the PDDA solution was first syringed into
uffer reservoir, sample reservoir and sample waste reservoir,
espectively. Then the solution was forced into the PDMS
icrochannels by a vacuum pump and allowed to stand for

5 min to form a PDDA covered surface. Then the PDDA solu-
ion was pumped out of the microchannels. After that the doubly
istilled water was forced into the microchannels to rinse them
ompletely and pumped out. With the same procedure, the PSS
ayer was adhered to PDDA layer by electrostatic interaction.
epeating the above procedures, a (PDDA/PSS)2 film were
btained. These kind of modified microchips have a negatively
harged surface. The structures of PDDA and PSS were shown
n Fig. 1.

.4. Microanalysis system

PDMS microchip was horizontally fixed on a plexiglass
older with a precisely three-dimensional system (Shanghai
Fig. 1. The structures of PDDA and PSS.
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ascribed to the characteristic peaks of N and S, respectively, sug-
gesting that the PEMs had been successfully coated on PDMS.
The presence of double peaks of N 1s was likely due to the
X-ray-induced decomposition of sample during the experiment.
Fig. 2. Schematic diagram of the microanalysis system.

or the electrophoresis and the electrochemical detection cell.
he working electrode placed in a plexiglass screw was inserted

nto the electrode hole on the platform with silicon grease to
revent leaking of the detection cell. The location of working
lectrode in channel was adjusted under the stereoscopic micro-
cope (XTB-1, Jiangnan Optical Instrument Factory, Nanjing,
hina). A carbon fiber cylindrical electrode with a diameter
f 8 �m served as working electrode, and the electrode was
laced in the end of the separation channel with a distance
f 40 �m from the tip of the working electrode to the channel
xit. An Ag/AgCl reference electrode, a platinum wire counter
lectrode and a grounding platinum electrode were placed into
he detection cell. This microanalysis system was shown in
ig. 2. Electrochemical detection based on “amperometric i–t
urve” mode was carried out at a detection potential of 1.0 V
ith a three-electrode system and performed on Electrochemi-

al Analyzer CHI 660A (CHI Instrument, USA). A homemade
oltage supply provides the separation voltage ranging from 0 to
000 V. All parameters can be set up and automatically switched
ia RS232 communication port of personnel computer with
omemade software. The separation current can be monitored
raphically in real time automatically. Four platinum electrodes
ere used to connect the reservoirs and the voltage supply in the

njection and separation procedures.

.5. X-ray photoelectron spectroscopy (XPS) measurement

A (PDDA/PSS)2 coated PDMS slide was analyzed by XPS.
he spectra were recorded with ESCALAB MK2 spectrometer

VG Corporation, UK) with an Mg K-alpha X-ray radiation as
he source for excitation.

.6. Electrophoresis procedure

Before separation, a running buffer was directly syringed into
he reservoirs, flushed through channels under vacuum. Then the
evice was flushed for 15 min with the running buffer at high
oltage of 1000 V. A sample was injected into the separation

hannel using a simple crossing injection mode. The injection
as carried out by applying high voltage to the sample reservoir

or a suitable time through Pt electrode connected to the power
upply, with the sample waste reservoir grounded and the other

F
o
b
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eservoirs floating. During the separation procedure, the sample
eservoir and sample waste reservoir were kept floating.

. Results and discussion

.1. Electrochemical detection

Electrochemical detection would be a good candidate cou-
led with micro total analysis systems (�-TAS) for its inherent
iniaturization and high sensitivity [31]. Here we use an in-

hannel amperometric detection mode for microchip with a
ingle carbon fibre cylindrical electrode directly mounted in the
nd of separation channel. The detection potentials of the ana-
ytes were investigated and the hydrodynamic voltammograms
f analytes on PEMs modified PDMS microchips obtained
Fig. 3). As can be seen from Fig. 3, all compounds displayed
imilar curves. The peak current of p-aminophenol increased
apidly with the increase of detection potential until +1.0 V. From
0.2 to +1.0 V the peak current of o-aminophenol increased, and

he same trend was observed with m-aminophenol from +0.6
o +1.0 V. When the applied potential was over +1.0 V (versus
g/AgCl), the carbon fibre electrode could be oxidized with

he result that baseline currents greatly increased, accompanied
ith the decrease of peaks currents. Therefore, +1.0 V (versus
g/AgCl) was selected as the detection potential in this case,
here the background current was relatively lower and the S/N

atio was the highest.

.2. Properties of the modified microchips

.2.1. XPS
XPS analysis was employed to confirm the presence of PDDA

nd PSS on the PDMS surface. Fig. 4(A) and (B) showed N 1s
egion and S 2p region of the native PDMS and PEMs coated
DMS, respectively. The peaks at 405–407.5 and 173 eV were
ig. 3. Hydrodynamic voltammograms for 40 �M p-aminophenol (a), 60 �M
-aminophenol (b), and 100 �M m-aminophenol (c). Condition: 20 mM acetate
uffer, pH 5.0; sample injection at +600 V for 3 s; separation voltage +1000 V.
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trophoretic separation. Under the same conditions (pH and ion
strength), the current of acetate buffer was lower than that of
PBS buffer. In order to decrease the Joule heat, suppress bub-
bles in microchannel and to obtain better separation, the acetate
ig. 4. XPS analysis of N 1s (A) and S 2p (B) of the PEMs coated PDMS.

.2.2. EOF
EOF is a useful parameter to investigate surface modification

nd the stability of modified layers. Migration time of EOF was
apidly obtained via taking a diluted buffer as a sample. The
lectropherogram was monitored at 0 V (versus Ag/AgCl wire)
30]. The value of EOF was estimated according to the equation

f μeof = (L/t)E−1, where L is the effective channel length, E
he electric field strength, and t is the time required for the diluted
uffer. Fig. 5 showed the relationship between EOF and pH of
0 mM PBS (ranged from 3.0 to 11.0) on the PEMs modified

ig. 5. Influence of the pH of the PBS buffer on EOF of (a) the native PDMS
icrochip; (b) the (PDDA/PSS)2 modified PDMS microchips.
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icrochip and native PDMS microchip, respectively. The pH
reatly influenced the EOF of native PDMS microchip. The EOF
f native PDMS microchip increased with the increase of pH as
whole while the EOF of the modified microchip was more

table in tested pH range. The EOF of PEMs modified PDMS
icrochip in acetate buffer used for separation with pH ranged

rom 3.5 to 7.0 was also measured. The phenomenon is similar
o that in PBS. The relative standard deviation (R.S.D.) of EOF
or native PDMS chip was 4.55% (n = 6), and 0.81% (n = 6) for
DDA/PSS microchip in pH 5.0 of acetate buffer, respectively.
.S.D. of EOF in PEMs modified microchip was 1.2% (n = 3)

or day-to-day and 0.56% (n = 3) for chip-to-chip, respectively.
Fig. 6 showed the electropherograms of the separation of

minophenol isomers on a native PDMS microchip and the
odified PDMS microchip, respectively. In the native PDMS
icrochip, the adsorption of aminophenol isomers which results

n the peak broadenings was obvious. While in the (PDDA/PSS)2
odified microchip, base-line separation of the analytes was

uccessfully obtained and the adsorption of analytes was greatly
uppressed. The p-, o-, and m-aminophenol isomers were eluted
n sequence. The total separation time was within 1 min.

.3. Optimization of electrophoresis conditions

.3.1. Effects of buffer pH and concentration
The pH value and concentration of running buffer, which

an influence the mobility of analytes by adjusting the veloc-
ty of EOF and the charge of the analyte molecule, have been
cknowledged as one of the most important parameters for elec-
ig. 6. Electropherograms of aminophenols on the native PDMS microchips
line A) and the (PDDA/PSS)2 modified PDMS microchips (line B). Peaks: (a)
-aminophenol, (b) o-aminophenol, and (c) m-aminophenol. Condition: 40 �M
-aminophenol, 60 �M o-aminophenol, 80 �M m-aminophenol; 20 mM acetate
uffer, pH 5.0; sample injection at +600 V for 3 s; separation voltage +1000 V;
etection at +1.0 V (vs. Ag/AgCl).
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Table 1
The resolutions of aminophenol in different buffer pH and buffer concentration
(pH 5.0) on modified microchips

Buffer pH Rp,o Ro,m Buffer
concentration (mM)

Rp,o Rα,m

4.0 1.37 1.09 10 2.70 1.40
5.0 2.28 1.40 20 4.78 2.12
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Table 2
The reproducibility of migration time and peak height on the modified
microchips

R.S.D. (%) of the
migration time (n = 5)

R.S.D. (%) of the
peak height (n = 5)

p-Aminophenol 0.15 3.0
o-Aminophenol 0.21 4.4
m-Aminophenol 0.54 5.0

Table 3
The linear range and detection limit on modified microchips

Linear range
(�M)

Detection limit
(�M, S/N = 3)

Correlation
coefficients

p-Aminophenol 10.0–400 3.80 0.9974
o
m

l
w
o
5
c
4
a
m
i
n
a
o
m
T
1
i

4

h
t
m
w

A

t
2
N
(

R

.0 2.47 1.11 35 3.76 1.51

.0 1.79 0 40 3.58 1.50

uffer (10 mM) with pH ranged from 4.0 to 7.0 was selected
o test the separation of analytes. The different buffer concen-
ration in pH 5.0 was also studied. The separation voltage of
000 V was used in this test. Table 1 showed the effect of
uffer pH and concentration on the resolution (based on equa-
ion: R = 1.18((t2 − t1)/(w1/2(2) + w1/2(1)))) of the analytes.
s can be seen in Table 1, the buffer pH greatly influenced

he resolution of o- and m-aminophenol. At pH 5.0 the resolu-
ion was higher than that at other test pH; therefore the pH 5.0
as selected as separation buffer pH. The buffer concentration
as then optimized at pH 5.0. The resolution increased with

he buffer concentration; but further increasing buffer concen-
ration the resolution decreased on the contrary, which probably
ttributed to more joule heat produced in the channels. The opti-
al separation can be obtained when 20 mM acetate buffer was

sed.

.3.2. Effect of applied voltage
When buffer pH 5.0 and buffer concentration 20 mM were

elected, the effect of applied voltage on separation was inves-
igated in the range of 600–1200 V on PDDA/PSS modified

icrochip. In the experiment, we found that at lower voltages
he detection current signals were low; at higher voltage the base
ine current increased and the detection current signals decreased
ccordingly; the migration time decreased with the increase of
oltage; while the separation voltage had little influence on the
esolution. When 1000 V was used, the higher detection cur-
ent signals were obtained. So, a voltage of 1000 V was applied
or the separation of aminophenol isomers on the (PDDA/PSS)2
odified microchip.

.4. The separation reproducibility

Under the optimal separation condition, the separation repro-
ucibility on the modified microchips was tested based on the
.S.D. of the migration time and the peak height of the ana-

ytes for continuous detections. The results were shown in
able 2. The results showed good reproducibility achieved on

he (PDDA/PSS)2 modified microchip. In addition, more than
0 runs with good resolution were performed continuously.

.5. The linear range and detection limit
Under the selected conditions, a linear relationship was
btained between the height of detection signal with elec-
rochemical detection and the concentration of analyte. The
-Aminophenol 50.0–400 10.0 0.9936
-Aminophenol 30.0–150 8.0 0.9972

inear range and detection limit in the modified microchips
ere shown in Table 3. The detection limit was in the order
f �mol/L. The column efficiencies (based on equation: N =
.54(tR/w1/2)2) were also calculated based on Fig. 5. The
olumn efficiencies for o, m, p-aminophenol isomers were
.3 × 102, 1.0 × 102, 2.6 × 103 plate/m in the native microchip,
nd 3.7 × 104, 7.6 × 104, 1.6 × 105 plate/m in the modified
icrochip, respectively. The column efficiencies on PEMs mod-

fied microchips were increased by 100 times than those of the
ative microchips. The enhancement of column efficiencies of
minophenol isomers was attributed to the effective suppression
f the analytes adsorption; meanwhile the increase of EOF of
odified PDMS microchips also reduced the peak broadenings.
he detection signal of o-, m-, p-aminophenol isomers were 0.6,
.5, and 3.6 nA in the native microchip and 1.3, 2.8, and 8.4 nA,
n the modified microchip, respectively.

. Conclusions

In this work, polyelectrolyte multilayers modified method
as been successfully applied to modify PDMS microchip
hrough layer-by-layer assembly technique. In the coated PDMS

icrochip, aminophenol isomers were successfully separated
ithin 1 min.
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bstract

A novel, fast and simple liquid chromatographic method was developed and validated for the simultaneous determination of rosiglitazone and
etformin in human plasma. The analysis was performed on a phenyl column (250 mm × 4.6 mm i.d., 5 �m) using a gradient method starting
ith mobile phase composed of acetonitrile:5 mM acetate buffer pH 5.5 (75:25, v/v). The flow rate was 1 mL min−1. UV detection was performed

t 245 nm and verapamil was used as internal standard. The total run time was less than 10 min. Sample preparation included a simple protein
recipitation step with acetonitrile. Validation experiments were performed to demonstrate stability, specificity, sensitivity, linearity, accuracy,

recision and robustness. The limit of quantification was 100 ng mL−1 for rosiglitazone and 250 ng mL−1 for metformin. The extraction recoveries
ere 100.02–105.0% for rosiglitazone and 105.64–103.88% for metformin. The method was applied with success to plasma samples obtained

rom diabetic patients undergoing treatment with rosiglitazone and metformin.
2007 Elsevier B.V. All rights reserved.

quid c

r
t
M

h
m
l
i
n
s
[

t
(
e

eywords: Rosiglitazone; Metformin; Simultaneous determination; Gradient li

. Introduction

Many patients with type 2 diabetes require treatment with
ore than one antihyperglycaemic drugs to achieve optimal

lycaemic control. The thiazolidinediones are novel oral anti-
yperglycaemic drugs that improve glycaemic control primarily
y decreasing insulin resistance by sensitizing the skeletal mus-
le, liver and adipose tissue to the actions of insulin. They
lso improve beta-cell function. The combination of metformin
ydrochloride (M) (Fig. 1a), a biguanide that enhances glucose
ptake in peripheral tissues and reduces hepatic gluconeogene-
is, with rosiglitazone maleate (R) (Fig. 1b), one of the newly
vailable members of the thiazolidinedione family, offers a ratio-
al therapeutic approach for the treatment of type 2 diabetes
1]. The two agents can be used in combination to achieve

dditive glucose-lowering efficacy in the treatment of type 2
iabetes, without stimulating insulin secretion and without caus-
ng hypoglycaemia [2]. A fixed-dose formulation of R/M was

∗ Corresponding author. Tel.: +90 312 305 26 03.
E-mail address: nozaltin@hacettepe.edu.tr (N. Özaltın).
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ecently approved in the EU and the US for the treatment of
ype 2 diabetes mellitus in patients inadequately controlled on

monotherapy.
Following oral administration, R is rapidly absorbed and

as an absolute oral bioavailability of 99%. It is extensively
etabolised in the liver, giving two main metabolites with very

ittle biological activity. Gastrointestinal absorption of M is
ncomplete with an absolute bioavailability of 50–60% and is
ot metabolised. Co-administration of the two agents does not
ignificantly alter the pharmacokinetic properties of each agent
2].

Literature survey reveals several methods for the determina-
ion of R in biological fluids including liquid chromatography
LC) [3–8] and liquid chromatography–tandem mass spectrom-
try (LC/MS/MS) [9–11]. Several methods have also been
escribed for the determination of M either alone or in com-
ination with various drugs, such as LC [12–26], LC/MS/MS
27–31], capillary electrophoresis (CE) [32], chemilumines-

ence [33] and gas chromatography (GC) [34–35].

To our knowledge, there have been no reports for the
imultaneous determination of both drugs in biological fluids.

easuring the plasma concentrations of R and M are important
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Table 1
Gradient elution conditions of the developed LC method

Time (min) Acetonitrile (%) Buffer Aa (%) Flow rate
(mL min−1)

0.0 75.0 25.0 1.0
0.7 70.0 30.0 1.0
1.0 65.0 35.0 1.0
4.5 70.0 30.0 1.0
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ig. 1. Chemical structures of (a) metformin hydrochloride; (b) rosiglitazone
aleate; (c) verapamil hydrochloride (internal standard).

or studying the pharmacokinetics of these drugs, for determi-
ation of patient adherence with prescribed therapy in diabetic
atients and for general drug monitoring. Therefore, it is neces-
ary to establish a new analytical method for their simultaneous
etermination in human plasma.

The aim of this study was to develop and validate a sim-
le, rapid and reliable liquid chromatographic method for the
imultaneous determination of R and M in human plasma. The
alidated method was successfully applied to the analysis of
linical samples from diabetic patients.

. Experimental

.1. Chemicals and reagents

Rosiglitazone maleate reference standard was kindly sup-
lied by Glaxo SmithKline (İstanbul, Turkey). Metformin
ydrochloride and verapamil (V) used as internal standard (IS)
Fig. 1c) were purchased from Sigma (St. Louis, MO, USA)
nd Acros (New Jersey, USA), respectively. Acetonitrile and
ethanol were LC grade (Merck, Germany). All other chemicals
ere analytical reagent grade. Deionized water was prepared
sing a Barnstead Nanopure Diamond Analytical (USA) ultra-
ure water system.

Drug free human plasma was obtained from the Hacettepe
niversity Faculty of Medicine Hospital Blood Bank (Ankara,
urkey) and stored at −20 ◦C.

.2. Instrumentation and chromatographic conditions

The LC system consisted of a SpectraSYSTEM P2000 gradi-

nt pump, a SpectraSYSTEM SCM 1000 degasser, a Rheodyne
anual injector with a 20 �L injection loop and a Spec-

raSYSTEM UV2000 detector (Thermo Separation Products,
nc., USA). The analytical column was a Ace 5 phenyl col-

2

o

.7 75.0 25.0 1.0

a Buffer A: 5 mM acetate buffer (adjusted to pH 5.5 with 1 M glacial acetic
cid).

mn (250 mm × 4.6 mm i.d., 5 �m, Advanced Chromatography
echnologies, Scotland) protected by a phenyl guard column
4.0 mm × 3.0 mm i.d., Phenomenex, USA). A gradient consist-
ng of acetonitrile and 5 mM pH 5.5 sodium acetate (adjusted
ith 1 M glacial acetic acid) was used as shown in Table 1.
he flow rate was 1 mL min−1. The detection wavelength was
et to 245 nm. Operation, data acquisition and analysis were
erformed using ChromQuest software.

For pH measurements, a pH meter (Mettler Toledo MA 235,
witzerland) was employed.

Mobile phase was filtered through a 0.45 �m nylon mem-
rane filter (Advantec MFS, Inc., CA, USA) under vacuum and
egassed by ultrasonication (Sonorex, Bandelin, Germany).

.3. Preparation of standard solutions and calibration
urves

Standard stock solutions (1000 �g mL−1) of M and V were
repared in water, R (1000 �g mL−1) in methanol. These solu-
ions were kept at +4 ◦C.

Working standard solutions for the calibration curves were
repared in the concentration range of 100–2500 ng mL−1 for R
nd 250–2500 ng mL−1 for M by spiking stock solutions into
00 �L blank human plasma. The 20 �L of a 200 �g mL−1

olution of V (IS) was added to each of them.
Calibration curves were represented by plotting the peak area

atios of R and M to V (IS) versus the concentrations of the
alibration standards.

.4. Sample preparation

According to protocol previously approved by the Ethics
ommittee of the Hacettepe University Faculty of Medicine

Ankara, Turkey) and with the written informed consent of
he patients, blood samples were taken from diabetic patients
ho were subjected to therapy with R and M. Blood samples

3 mL) were collected in EDTA vacutainer tubes and centrifuged
t 5000 rpm for 10 min. Each supernatant plasma sample was
liquoted (500 �L) into Eppendorf tubes, IS (V, 20 �L of a
00 �g mL−1 solution) was added and analyzed on the same day.
.5. Extraction procedure

To 500 �L of plasma in an Eppendorf tube, IS (V, 20 �L
f a 200 �g mL−1 solution) was added. After briefly mixing,
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lasma proteins were precipitated by the addition of 1000 �L
cetonitrile, the mixture was vortexed for 30 s and separated
y centrifugation at 6000 rpm for 10 min. Finally, 20 �L of the
lear supernatant was injected directly into the LC system for
nalysis.

. Results and discussion

.1. Optimization of chromatographic conditions and
xtraction procedure

Since M is a highly polar and strongly basic compound
pKa = 12.4), it is poorly retained in reverse-phase LC mode.
reliminary experiments indicated that using different concen-

rations of acetonitrile or methanol with different pHs of the
uffers, did not produce a suitable retention and peak shape of

on a C18 column.
Higher polarity of phenyl columns with respect to alkyl-

onded columns can provide alternative retention mechanism in
ddition to hydrophobic interaction. This retention mechanism
s based upon �–� interactions occurring between the analyte

olecules and the phenyl-bonded phase [36]. As expected, the
se of a phenyl column improved the retention and the peak
hape of M. Various mobile phases with different compositions
ere tried on a phenyl column and the best chromatographic

onditions for the simultaneous separation of R and M in human
lasma were achieved using a gradient elution method start-
ng with a mobile phase composed of acetonitrile:5 mM pH
.5 acetate buffer (75:25, v/v). Complete separation of R and

among interference peaks in human plasma could not be
chieved under isocratic conditions. Hence, gradient elution
onditions were optimized to get the best separation of R and M
n human plasma (Table 1).

It was found that further increase in acetonitrile composition
aused a decrease in the retention time of R, but an increase in
he retention time of M. Acetate buffer was chosen as a mobile
hase additive rather than the other buffers since it provided a
ignificant increase in retention of M. This phenomenon may be
xplained by the ion-pairing effect of acetate, which affected the

etention and the peak shape of M. It was stated in the literature
hat mobile phase additives profoundly influences the retention
f basic drugs by ion-pair mechanism [37]. Large differences
n retention with acetate ion rather than the others can be ratio-

i
i
t

able 2
tability of R and M in human plasma (mean ± standard error, n = 3)

Short-term stability (24 h, room temperature) Long-ter

Remained %a R.S.D. (%) Remaine

dded R (ng mL−1)
250 96.34 ± 1.43 2.57 112.90 ±
500 99.56 ± 1.67 2.91 113.29 ±

dded M (ng mL−1)
1000 100.02 ± 1.60 2.77 104.91 ±
2000 103.43 ± 0.85 1.42 108.52 ±

.S.D.: relative standard deviation.
a Remained % = (peak area of R or M after the mentioned storage conditions/peak
72 (2007) 1416–1422

alized via both ion-pairing model and the Hofmeister effect
38].

Several extraction procedures were tested including protein
recipitation, liquid–liquid and solid phase extraction for the
imultaneous analysis of R and M in human plasma. Since

has a very high polarity, it was not possible to extract it
rom plasma using organic solvents or conventional solid phase
xtraction techniques. Ethyl acetate, dichloromethane and n-
exane were used for liquid–liquid extraction, but M could not
e extracted. The use of solid phase extraction cartridges, such
s Chromabond C18, Oasis HLB and Chromabond C8, did not
ive good results. It was found that only protein precipitation
ith acetonitrile could remove proteins and other interfering

omponents in human plasma with satisfactory drug recovery.

.2. Method validation

Validation of the proposed method was performed with
espect to stability, specificity, linearity, limit of detection
LOD), limit of quantification (LOQ), accuracy, precision, and
obustness according to the ICH [39] and FDA [40] guidelines.

.2.1. Stability
Stability of R and M in plasma was evaluated under different

torage conditions by spiking stock solutions into blank plasma
t two concentrations (250 and 500 ng mL−1 for R, 1000 and
000 ng mL−1 for M). For short-term stability, spiked plasma
amples were kept in room temperature for 24 h. The long-term
tability was assessed after storage of spiked plasma samples
n freezer at −20 ◦C for 20 days. To test for freeze and thaw
tability, the spiked plasma samples were stored at −20 ◦C for
4 h and thawed to room temperature three times and then ana-
yzed. The stability results were evaluated by comparing peak
rea ratios of R and M to IS with those of freshly prepared spiked
lasma samples. The results presented in Table 2 indicate that
and M can be considered stable under the various conditions

nvestigated.

.2.2. Specificity

Specificity, described as the ability of a method to discrim-

nate the analyte from all potential interfering substances and
t was confirmed that the signals measured was caused only by
he analytes. The chromatograms of a blank plasma (Fig. 2a),

m stability (20 days, −20 ◦C) Freeze–thaw stability (3 cycles)

d % R.S.D. (%) Remained % R.S.D. (%)

1.15 1.76 107.35 ± 1.12 1.81
1.02 1.56 99.20 ± 0.98 1.71

1.37 2.26 96.10 ± 1.28 2.31
0.65 1.04 100.86 ± 0.88 1.51

area of fresh R or M) × 100.
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Fig. 2. Representative chromatograms of (a) blank human plasma; (b) human
plasma sample spiked with R (500 ng mL−1), M (500 ng mL−1) and V
(
t

p
p
t
t
a
a
a
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i
2
s
o
t
o
d
−
0
t
n

Table 3
System precision data for R and M

R M

Retention time (min) x̄ = 3.46 ± 0.003 x̄ = 5.26 ± 0.004
S.D. = 0.009 S.D. = 0.014
R.S.D. = 0.27% R.S.D. = 0.26%

Peak area x̄ = 7358.6 ± 48.37 x̄ = 24723.0 ± 152.29
S.D. = 145.11 S.D. = 430.75
R.S.D. = 1.97% R.S.D. = 1.74%

Capacity factora x̄ = 0.65 ± 0.002 x̄ = 1.50 ± 0.002
S.D. = 0.005 S.D. = 0.005
R.S.D. = 0.75% R.S.D. = 0.34%

Peak asymmetry x̄ = 1.20 ± 0.005 x̄ = 1.30 ± 0.011
S.D. = 0.017 S.D. = 0.026
R.S.D. = 1.44% R.S.D. = 2.00%

x̄ = mean ± standard error; S.D. = standard deviation; R.S.D.: relative standard
d

3

w
i
2
n
t

3

i
(
w
1
r
v
w

w
s
d
i
s
p

3

a
a
d
a
t

7.7 �g mL−1); (c) plasma sample obtained from a diabetic patient subjected
o treatment with R and M.

lasma sample spiked with R, M and V (IS) (Fig. 2b) and real
lasma sample obtained from a diabetic patient subjected to
reatment with R and M (Fig. 2c), were compared to confirm
he specificity of the method developed. The peaks of the R, M
nd IS were well separated, no interfering peaks were observed
nd no significant peaks were found at the retention times of the
nalytes in plasma.

.2.3. Linearity
Under the optimum analysis conditions, linearity was stud-

ed simultaneously in the concentration range of 100.0–
500.0 ng mL−1 for R and 250.0–2500.0 ng mL−1 for M in
piked plasma samples. In all cases 20.0 �L of 200 ng mL−1

f V was added as IS. The peak area ratios of R and M
o the IS were plotted versus the nominal concentrations
f the calibration standards. The linearity curves were
efined by the following equations: y = (0.0004 ± 0.00003)x

(0.0063 ± 0.0004), r = 0.9986 for R and y = (0.0004 ±

.00001)x − (0.0071 ± 0.0002), r = 0.9994 for M, where y is
he ratio of peak areas and x is the concentration expressed in
g mL−1 (n = 10).

r
b
p
b

eviation.
a Methanol was used for the determination of dead volume.

.2.4. LOD and LOQ
The limits of detection defined as signal-to-noise ratio of 3:1

ere about 50 ng mL−1 for R and 100 ng mL−1 for M. The lim-
ts of quantification were determined as 100 ng mL−1 for R and
50 ng mL−1 for M with acceptable precision (R.S.D. ≤ 10%,
= 6) and accuracy (bias % ≤ 20 n = 6) under the stated condi-

ions.

.2.5. Precision
The assay was investigated with respect to repeatability and

ntermediate precision. In order to measure system precision
injection repeatability), 10 consecutive injections were made
ith a spiked plasma sample containing 250 ng mL−1 of R and
000 ng mL−1 M. The results were evaluated by considering
etention time, peak area, capacity factor and peak asymmetry
alues of R and M. The data show good precision of the system
ith a R.S.D. ≤ 2% (Table 3).
Three different concentrations of R and M (in the linear range)

ere spiked into blank plasma and analyzed in six independent
eries in the same day (intra-day precision) and six consecutive
ays (inter-day precision) within each series every sample was
njected three times. The R.S.D. values of intra- and inter-day
tudies varied from 0.54 to 5.65% showed that the intermediate
recision of the method was satisfactory (Table 4).

.2.6. Accuracy and recovery studies
The accuracy of a method is expressed as the closeness of

greement between the value found and the value that is accepted
s a reference value. It is determined by calculating the percent
ifference (bias %) between the measured mean concentrations
nd the corresponding nominal concentrations. Table 4 shows
he results obtained for intra- and inter-day accuracy.

The accuracy of the proposed method was also tested by

ecovery experiments. Recovery experiments were performed
y adding known amounts of R, M and IS to the water and blank
lasma at three different concentrations (low, medium and high)
y triplicate analysis. Spiked plasma and water samples were
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Table 4
Intra-day and inter-day accuracy and precision data of R and M in human plasma (n = 6)

Intra-day Inter-day

Founda (ng mL−1) Precisionb R.S.D. (%) Accuracyc (bias %) Founda (ng mL−1) Precisionb R.S.D. (%) Accuracyc (bias %)

Added R (ng mL−1)
100 94.91 ± 1.45 3.74 −5.09 100.61 ± 2.32 5.65 0.61
250 257.91 ± 2.94 2.79 3.16 249.09 ± 3.23 3.18 −0.36
500 527.73 ± 2.96 1.37 5.55 502.90 ± 5.49 2.67 0.58

Added M (ng mL−1)
500 498.30 ± 2.75 1.35 −0.34 499.52 ± 4.06 1.99 −0.09

1000 989.24 ± 4.58 1.13 −1.08 994.43 ± 2.17 0.54 −0.56
2000 1959.86 ± 7.89 0.99 −2.01 1976.09 ± 20.79 2.58 −1.20

a Mean ± standard error.
b R.S.D.: relative standard deviation.
c Bias %: [(Found − Added)/Added] × 100.

Table 5
Recovery data for R and M (n = 3).

Relative
recovery* (%)

R.S.D. (%) Absolute
recovery* (%)

R.S.D. (%)

Added R (ng mL−1)
100 100.95 ± 0.95 1.64 98.25 ± 1.75 3.09
250 100.02 ± 1.07 1.86 98.64 ± 1.26 2.21
500 105.00 ± 0.34 0.56 101.33 ± 1.98 3.39

Added M (ng mL−1)
500 103.88 ± 1.32 2.20 94.19 ± 0.41 0.76

1000 104.13 ± 2.24 3.73 91.48 ± 0.66 1.26

t
T
p
p
a
w
M
t
o
r

3

u
m
a
c
i
e
o
d
p
(
a
f
c

3

u
R

T
T

S
I
F
B
B
B
B
F
F

S
w

2000 105.64 ± 2.28 3.74 97.62 ± 0.61 1.08

* Mean ± standard error; R.S.D.: relative standard deviation.

reated as described in the procedure for sample preparation.
he relative recoveries of the analytes were measured by com-
arison of the peak area ratios obtained from extracted spiked
lasma samples with those obtained from extracted equivalent
mounts of R, M and IS spiked in water. Absolute recoveries
ere determined by comparison of the peak area ratios of R and
to IS obtained from extracted spiked plasma samples with
hose obtained from equivalent standard solutions. The results
btained are shown in Table 5, from which is clear that both the
ecoveries and repeatabilities are good.

g
f
y
p

able 6
he robustness data of the developed LC method (R = 250 ng mL−1, M = 1000 ng mL

R

Found (ng mL−1)* R

tandard conditions 248.84 ± 3.53 2
nitial ACN ratio 77% 251.60 ± 5.50 3
inal ACN ratio 73% 253.40 ± 0.85 0
uffer pH 5.3 246.81 ± 2.79 1
uffer pH 5.7 254.46 ± 5.49 3
uffer concentration 4 mM 246.54 ± 4.11 2
uffer concentration 6 mM 252.12 ± 2.91 2
low rate 0.9 mL min−1 242.13 ± 1.80 1
low rate 1.1 mL min−1 248.66 ± 4.89 3

tatistical test results: small changes in experimental conditions have no effect on th
ith the mean value obtained by standard conditions.
* Mean ± standard error; R.S.D.: relative standard deviation.
.2.7. Robustness
Robustness relates to the capacity of the method to remain

naffected by small but deliberate variations introduced into the
ethod parameters. Several experimental parameters, like initial

nd final acetonitrile ratio in gradient elution, buffer pH, buffer
oncentration and flow rate, were varied around the value set
n the method to reflect changes likely to arise in different test
nvironments. Analyses were carried out in triplicate and only
ne parameter was changed in the experiments at a time. The
etermination of 250 ng mL−1 R and 1000 ng mL−1 M in spiked
lasma samples under the various conditions was performed
Table 6). The statistically comparison was done with t-test [41]
nd no difference was found between results (p = 0.05). There-
ore, the method is robust to the small changes in experimental
onditions.

.3. Application to plasma samples of diabetic patients

To demonstrate the suitability of the developed method for
se in clinical studies, this assay was used to determine the

and M concentrations of plasma samples obtained from a

roup of diabetic patients. The blood samples were collected
rom 14 diabetic patients (11 females, 3 males, age: 37–63
ears) of the Hacettepe University Faculty of Medicine Hos-
ital (Ankara, Turkey) who were subjected to therapy with

−1, n = 3)

M

.S.D. (%) Found (ng mL−1)* R.S.D. (%)

.46 1007.92 ± 6.64 1.14

.79 991.09 ± 5.30 0.93

.58 985.99 ± 4.26 1.72

.96 987.69 ± 4.63 0.81

.73 993.86 ± 8.02 1.40

.89 1008.30 ± 3.57 0.61

.00 987.04 ± 6.71 1.78

.29 1014.30 ± 7.38 1.26

.41 992.11 ± 6.47 0.92

e determination of R and M (t-test, p > 0.05). Each mean value was compared
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Table 7
Patient plasma concentrations of R and M obtained by developed LC method
(n = 3) (1 h after a single oral dose administration of 4 mg of Avandia® and
850 mg of Glucophage®)

Patient no. R concentration* (ng mL−1) M concentration* (ng mL−1)

1 293.53 ± 2.58 1410.95 ± 14.83
2 121.99 ± 2.14 2000.91 ± 22.98
3 281.24 ± 0.54 2082.46 ± 36.73
4 137.68 ± 6.87 1446.60 ± 48.79
5 251.84 ± 3.63 1407.49 ± 0.31
6 228.30 ± 5.74 1195.75 ± 22.71
7 144.09 ± 11.36 1878.37 ± 92.69
8 302.34 ± 9.70 2367.55 ± 79.90
9 214.88 ± 3.48 1048.27 ± 17.03

10 227.22 ± 2.85 2296.78 ± 29.38
11 295.78 ± 11.10 1605.38 ± 106.67
12 253.84 ± 11.37 1719.59 ± 50.36
13 191.10 ± 7.34 1886.13 ± 83.75
1
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4 227.15 ± 2.79 2078.00 ± 77.28

* Mean ± standard error.

(4 mg of Avandia®) and M (850 mg of Glucophage®) for
t least 2 months three times daily. Blood samples were
rawn 1 h after a single oral dose of 4 mg of Avandia®

nd 850 mg of Glucophage® administration and analyzed
mmediately by the developed method after the treatment as
escribed in sample preparation part. The patient plasma con-
entrations of R and M in the 14 patients were within the
ange 121.99–302.34 ng mL−1 and 1048.27–2367.55 ng mL−1,
espectively (Table 7).

. Conclusion

This is the first report for the simultaneous analysis of
and M in human plasma. The developed LC method was

alidated and was successfully applied to the analysis of clin-
cal samples from diabetic patients. The method showed a
ood performance with respect to stability, specificity, sensi-
ivity, linearity, precision, accuracy, recovery and robustness.
he reported method was fast and efficient, with simple pro-

ein precipitation procedure and total running time of analytes
nd IS less than 10 min. The sensitivity of the method was
ound to be sufficient for accurately monitoring the plasma
oncentrations of R and M in diabetic patients. The use of
his method can save time and effort when monitoring diabetic
atients who take these drugs; there is no need to have more
han one LC system or to change the LC column to measure
lasma from patients on different medication regimes. It can
e concluded that the proposed method is suitable for a reliable
herapeutic drug monitoring of patients undergoing therapy with

and M.
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bstract

Toluene diamines (TDAs) in urine have been used widely to determine the amount of toluene diisocyanate (TDI) absorbed by humans. Conven-
ional hydrolysis to prepare a sample of urine takes approximately 16 h. An attempt is made to apply microwave-assisted heating (MAH) to reduce
he duration of analysis. Urine collected from rats exposed to a mixture of 2,4- and 2,6-TDI was diluted with non-exposed human urine 1/1250-,

/500- and 1/250-fold. The urine samples were hydrolyzed by both conventional heating and MAH. The hydrolysis efficiency obtained using MAH
ignificantly exceeded that obtained using conventional heating. Hydrolysis by MAH required only 20 min, 48 times faster than with conventional
eating. The use of the MAH method in hydrolysis was demonstrated to be reproducible, timesaving and efficient technique in measuring the
oncentration of urinary TDAs.

2007 Elsevier B.V. All rights reserved.
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. Introduction

Toluene diisocynates (TDI) are widely used in polyurethane
PU) products, such as PU foam, elastomers, coatings, paints and
dhesives. The commercial form of the raw material utilized
n industry is a mixture of two TDI congeners – the 2,4- and
,6-forms [1]. TDIs have been documented to be one of the
eading causes of occupational asthma (OA). Five to 10% of
orkers exposed to TDI suffer from OA [2–6]. Overexposure to
DI is also reportedly associated with the elevated prevalence
f hypersensitivity pneumonitis and contact dermatitis [2–7].
Toluene diamine (TDAs), one of the hydrolytic metabolites
f TDIs, in urine has been extensively used as a dose indicator
f TDI-exposed workers [8–17]. Studies have shown satisfac-

∗ Corresponding author. Tel.: +886 6 235 3535x5597; fax: +886 6 274 3748.
E-mail address: h7154@mail.ncku.edu.tw (H.-Y. Chang).
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039-9140/$ – see front matter © 2007 Elsevier B.V. All rights reserved.
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rolysis

ory linear relations between urinary TDA levels and measured
xposure to TDI in air (r = 0.86–0.99) [8–12,15–17]. TDA in
rine (U-TDA), however, is present mostly in a conjugated
orm rather than a free-form in rats [18]. No detectable amount
f free TDA was present in the urine of TDI-exposed work-
rs [19]. In the analysis of U-TDA, hydrolysis is necessary to
ecompose conjugated TDA into free TDA. Conventionally,
trong acids and heating were applied to break the covalent
onds of the conjugated TDA and then to convert them into
ree-form TDAs prior to instrumental analysis [8–17]. Several
tudies have utilized strong alkali in place of acid before heat-
ng [20]. However, more free amines in urine were lost than
n the acidic preparation process [20]. Sixteen-hour heating in
M of H2SO4, recommended by Skarping et al. [9,10,15,16,20]

as been extensively adopted as the standard hydrolysis proce-
ure for determining the U-TDA concentration before analysis
sing GC/MS instruments. Therefore, the hydrolysis procedure
n this method took more than 90% of the total analytical time.
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dditionally, the long heating process tended to increase the
isk of laboratory fire and/or explosion. Hence, the sample pre-
reatment procedure must be improved to effectively reduce the
eating duration.

The use of microwave energy to provide heat to drive the
ecomposition of acid was first proposed in 1975 by Abu-Samra
t al. who reported its application in the analysis of Cu, Zn and
b by the wet digestion of orchard leaves and bovine liver bio-

ogical samples [21]. Over recent decades, microwave-assisted
eating (MAH) has been improved and is now widely applied in
nalytical chemistry, such as in accelerating the digestion and/or
xtraction of samples [22–24]. Biological specimens and various
nvironmental media exhibit electronic disequilibrium (dipolar
harge). Dipolar charged chemicals are sensitive to microwaves
nd can efficiently absorb energy during microwave irradiation.
herefore, heating may be accelerated using microwaves. To
ur knowledge, however, no MAH has been applied to analyze
-TDA.
The objectives of this study were to develop a sample pre-

reatment method using MAH in the analysis of U-TDA and
o compare the effectiveness (recovery) and efficiency (time
xpenditure) of MAH with those of the conventional heating
ethod.

. Experimental

.1. Reagents

2,4-TDI (98%) was obtained from Sigma (St. Louis, MO,
SA), 2,6-TDI (97%), 2,4-TDA (98%) and heptafuorobutyric

nhydride (HFBA, 98%) from Aldrich Chemical (St. Louis,
O, USA), 2,6-TDA (97%) from Lancaster (Morecambe, Eng-

and), H2SO4, NaOH, HCl and K2HPO4 from Merck (GR grade,
armstadt, Germany) and GC-grade toluene from Tedia (Fair-
eld, OH, USA).

.2. Equipment

A pH meter (Suntex SP-701, Taipei) was utilized to adjust the
H of the buffers. All GC analyses were performed using Agilent
odel 6890 GCs equipped with �-electron capture detectors

�-ECD, Agilent G2397A). A DB-5MS (J&W Scientific, Fol-
om, CA, USA) (60 m × 0.25 mm i.d.) with a film thickness
f 0.25 �m fused silica capillary column was used to perform
he separation. The carrier gas was ultra high-purity nitrogen
purity ≥ 99.99%) at a flow rate of 0.8 ml min−1 and the make-
p gas was nitrogen at 30 ml min−1. The column temperature
rogram was initially 150 ◦C for 1 min, followed by an increase
t 10 ◦C min−1 to 250 ◦C, at which temperature the column was
eld for 5 min. The injector and detector temperatures were 250
nd 290 ◦C, respectively. The injection volume was 1 �l in split
ode with the split ratio was 30:1.
.3. Collection and storage biological samples

Due to the complexity of the composition and heterogene-
ty of conjugated form of urinary TDAs in organisms as well

(
h

t
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s no any commercially available conjugated TDA standard
eagents, an animal experiment was conducted to obtain the
ctual TDI exposed urine samples following by oral admin-
stration of a known TDI dose. A Wistar rat (male, 9 weeks
ld, 480 g) obtained from the National Cheng Kung University
nimal Facility Center was orally given 206.5 mg kg−1 (equiv-

lent to 1/20 LD50) [25] of the mixture of 2,4- and 2,6-TDI
repared in 2 ml dried corn oil (MP, USA) [18]. The rat was
hen housed in metabolism cages (2100R, Biomedic, USA),
hich had been designed for the separate collection of urine

nd feces. Urine samples were collected 24 h before and after
xposure in 50 ml polyethylene conical tubes. The rat urine
amples were then diluted 1/1250-, 1/500- and 1/250-fold with
on-TDI-exposed human urine, to be comparable to the urine
oncentrations from occupational settings in the literature [20].
he urine samples were stored in a freezer at −20 ◦C until
nalysis.

.4. Preparation and analysis of sample

.4.1. Preparation of standards
Low and high calibration curves of both 2,4- and 2,6-TDA

ere obtained separately by preparing concentrations from 1 to
0 and from 50 to 500 ng ml−1, respectively, in 0.1 M HCl solu-
ion. Then, the TDA derivatization procedure was implemented.
he retention times of 2,6- and 2,4-TDA derivatives were 10.796
nd 11.057 min, respectively (Fig. 1a) in the GC chromatogram.
,4- and 2,6-TDA calibration curves both yielded linear rela-
ionships between peak areas and the TDA concentrations. The
orrelation coefficient (r) exceeded 0.995 for both TDAs at high
nd low concentrations.

.4.2. Hydrolysis

.4.2.1. Reference procedure: conventional heating procedure.
ne milliliter of urine sample was hydrolyzed with 1.5 ml of
M H2SO4 for 16 h at 100 ◦C, as recommended by Skarping et
l. [20], using a Firefox Dry Bath 6100 (Panttech, Taiwan) in
5 ml test tubes with Teflon screw caps.

.4.2.2. Microwave-assisted heating (MAH) procedure. One
illiliter of urine sample and 1.5 ml of 3 M H2SO4 in 15 ml test

ubes with Teflon screw caps was placed in a 120 ml microwave
essel. In each hydrolysis cycle, four vessels were used simul-
aneously. MAH was performed with a microwave digestion
ystem (MDS 2000, CEM, USA) with a maximum output power
f 650 W. The MAH operational parameters including power,
ressure and time were finalized and shown in Table 1 after a
eries of optimization experiments for the hydrolysis process (as
escribed in Section 3.2).

The optimization of the MAH was evaluated at each stage
f four stages in the heating program using the rat urine sam-
les, diluted 1/200-fold with non-TDI exposed human urine, as
escribed in Section 2.3. Various powers, pressures and times

Table 1) were examined to maximize the efficiency of the
ydrolysis process.

After the MAH process was completed, the vessels were fur-
her cooled down at room temperature, and took out the test tubes
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Fig. 1. Chromatograms: (a) spiked at 200 ng ml−1 of 2,6- and 2,4-TDA in the deioned water; (b) blank urine; (c) urine specimen from a TDI-exposed rat without
u g me
c 1 of 2,
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ndergoing any hydrolysis process; (d) after hydrolysis by conventional heatin
oncentrations of two peaks refer to 480.2 ng ml−1 of 2,6-TDA and 65.6 ng ml−
rom a TDI-exposed rat (dilution at 1/250-fold). The concentrations of two peak

ia the analytical procedure that was described in the section on
DA derivatization.

.4.3. TDA derivatization
After hydrolysis, 5 ml of saturated NaOH solution and 2 ml of

oluene were added into the samples. The mixtures were shaken
or 2 min and then centrifuged for 10 min at 1500 rpm. 1.5 ml

f the organic supernatant was transferred to a new test tube
nd 25 �l HFBA was added [26]. The samples were imme-
iately shaken vigorously for 2 min and allowed to stand for
0 min. Excess reagent was removed by extraction with 1 ml

s
r

thod for urine specimen from a TDI-exposed rat (dilution at 1/250-fold). The
4-TDA, respectively; (e) after hydrolysis by MAH method for urine specimens
r to 457.1 ng/ml of 2,6-TDA and 89.5 ng ml−1 of 2,4-TDA, respectively.

f 1 M phosphate buffer solution (pH 7.2). The toluene layer,
ontaining the amide derivatives, was transferred into 1.5 ml
uto sampler vials with Teflon seals for further GC analy-
is.

.5. Comparison of recoveries of TDAs in blank urine
btained using conventional heating and MAH
Blank urine samples were spiked with 2,6- and 2,4-TDA
tandard reagents at levels of 100–500 and 20–100 ng ml−1,
espectively. Conventional heating and MAH hydrolysis meth-
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Table 1
Different test programs for optimization

Program I II III IV V VI

Stage 1
Power (W) (%) 126 (20) 126 (20) 126 (20) 126 (20) 126 (20) 120 (20)
Pressure (psi) 20 20 20 20 20 20
Time (min) 10 10 10 10 10 10

Stage 2
Power (W) (%) 252 (40) 252 (40) 252 (40) 252 (40) 252 (40)
Pressure (psi) 60 60 60 60 60
Time (min) 10 10 10 10 10

Stage 3
Power (W) (%) 378 (60) 378 (60) 378 (60) 378 (60)
Pressure (psi) 80 80 80 80
Time (min) 10 10 10 10

Stage 4
Power (W) (%) 378 (60) 378 (60) 378 (60)
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40 min or under 10 min. Therefore 20 min for the hydrolysis
duration was selected. The above results showed that program
V with two-stage heating yielded the best efficiency and was
therefore adopted as the MAH process thereafter.
Pressure (psi) 100 100
Time (min) 15 10

ds were implemented, according to the described TDA
erivatization procedure (n = 4 for each test).

. Results and discussion

.1. Chromatograms

Fig. 1a shows the chromatogram of 2,6- and 2,4-TDA deriva-
ives, which was obtained from 2,6 and 2,4-TDA spiked in
eionized water following extraction and derivatization. Two
eaks were well separated without any notable interference
eaks.

The chromatogram showed no endogenous peak from the
lank urine samples (Fig. 1b). Very small amounts of 2,4-
nd 2,6-TDA in the urine collected from a TDI-exposed rat
ithout heating hydrolysis process was observed in Fig. 1c,

nconsistent with the findings for humans in literature, which
o free TDA was detected for the TDI-exposed workers [19].
he trace amount of free TDA might be present as a result that
DI was hydrolyzed to TDA in the acidic environment of the
tomach, following oral administration of TDI [18]. The stabil-
ty of the TDI-corn oil mixture should be acceptable because
ried corn oil was used before it was administered to rats.
owever, the GC chromatogram in Fig. 1c showed that the
rine samples still underwent minor hydrolysis and yielded less
eaks (4.2% for 2,6-TDA and 14.3% for 2,4-TDA) than those
btained in the hydrolysis of urine specimens by either the con-
entional heating method (Fig. 1d) or by the MAH method
Fig. 1e).

.2. MAH optimization

The power and pressure were maintained below 450 W

=75%) and 50 psi, respectively, to avoid abrupt gas genera-
ion and explosion in the initial stage throughout MAH. Table 1
resents various heating parameters—microwave powers, pres-
ures and times.

F
s
f

0
5

For 2,6-TDA, program I yielded the lowest concentration
f 113.5 ng ml−1, and programs II–IV yielded similar con-
entrations of 320.8, 289.2 and 314.3 ng ml−1. These values
ere superior to those in program I but inferior to that,
84.5 ng ml−1 in program V. Program VI yielded a lower con-
entration of 226.4 ng ml−1 (Fig. 2). For 2,4-TDA, programs
–VI yielded concentrations of 30.4, 60.5, 52.1, 56.3, 63.1
nd 35.7 ng ml−1, respectively. 2,4-TDA and 2,6-TDA yielded
xactly the same order of concentrations. Programs I to IV
ncorporated longer periods of heating but yielded lower concen-
rations than program V, perhaps because carbonization occurred
uring over-heating process. However, incomplete hydrolysis,
ue to insufficient MAH, could explain why the concentration
btained using program VI was much less than that obtained
sing program V. The effect of the hydrolysis duration was inves-
igated in the range 10–45 min. The hydrolysis yield was very
lose in the range 30–40 min (programs II–IV), however, the
ydrolysis yield decreased while the heating duration was over
ig. 2. Comparisons on the yielding concentrations of 2,6- and 2,4-TDA among
ix MAH programs during optimization experiment. The details of the program
or each experimental setting please refer to Table 1.
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Table 2
Comparisons on recoveriesa of blank urine spiked with free-form TDAs at
three concentrations between the methods of conventional heating (CH) and
microwave-assisted heating (MAH)

Addition
(ng ml−1)

nb CH MAHc

Mean (S.D.)
(%)

R.S.D. (%) Mean (S.D.)
(%)

R.S.D. (%)

2,6-TDA
100 4 90.2 (0.4) 0.4 94.3 (3.8) 4.0
250 4 95.0 (2.6) 2.7 101.5 (4.7) 4.6
500 4 101.8 (5.8) 5.7 99.8 (4.3) 4.3

Mean 95.7 (2.9) 3.0 98.5 (4.3) 4.3
2,4-TDA

20 4 95.4 (6.1) 6.4 103.1 (1.3) 1.2
50 4 96.1 (3.9) 4.1 102.5 (5.0) 4.9
100 4 99.4 (6.4) 6.4 99.8 (4.9) 4.9

Mean 97.0 (5.5) 5.6 101.8 (3.7) 3.7

a
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The recovery was defined as the amount quantified vs. the amount spiked.
b Number of replicates.
c Program V.

.3. Comparison of MAH with conventional heating method

.3.1. Recovery
Table 2 showed the mean recoveries obtained using conven-

ional heating and MAH hydrolysis for 2,6-TDA in the range
00–500 ng ml−1, which were 95.7 ± 2.9% (R.S.D. 3.0%) and
8.5 ± 4.3% (R.S.D. 4.3%), respectively. The mean recoveries
f conventional heating and MAH hydrolysis for 2,4-TDA in
he range 20-100 ng ml−1 were 97.0 ± 5.5% (R.S.D. 5.6%) and
01.8 ± 3.7% (R.S.D. 3.7%), respectively. The mean recoveries
ere both considered to be satisfactory and the precisions with
.S.D. values of between 0.4% and 6.4% were also favorable.
he recoveries of the MAH method slightly exceeded those of

he conventional heating method, none of the differences was
tatistically significant (p > 0.05, Student’s t-test). Over 95%
ecoveries and under 7% R.S.D., indicated that both heating
ethods provided satisfactory accuracy and precision in the

etermination of U-TDAs.

.3.2. Hydrolysis efficiency
The MAH method consistently yielded higher efficiencies
han the conventional heating method at three TDA levels, in
ydrolysis efficiency tests of urine specimens obtained follow-
ng TDI exposure (Table 3). Comparing the hydrolysis efficiency
f conventional heating with that of MAH method at different

g
p
h
2

able 3
omparisons on the concentrations of 2,6- and 2,4-TDA (ng ml−1) in hydrolysis effic

ilution factor 2,6-TDA, mean (R.S.D.%)

1/1250** 1/500 1/250*

H 105.2 (2.4) 261.2 (1.0) 457.6
AH 113.0 (2.6) 266.7 (3.1) 481.1

: number of replicates.
* p < 0.05 by Student’s t-test.

** p < 0.01 by Student’s t-test.
ig. 3. Comparisons on the linearity of measured concentration at three diluted
oncentration (fold) between CH and MAH for 2,6-TDA (upper) and 2,4-TDA
lower).

-TDAs levels revealed no significant difference between the
/500 groups of both TDAs (p > 0.05). However, the hydrol-
sis efficiency of MAH was significantly higher than that of
onventional heating for the 1/1250 (p < 0.01 for 2,6- and 2,4-
DA) and 1/250 (p < 0.05 for 2,6-TDA, p < 0.01 for 2,4-TDA)

roups. Moreover, the measured concentrations increased in
roportion to the concentrations in urine for both conventional
eating and MAH (Fig. 3). The coefficients of correlation (r) for
,6-TDA for conventional heating and MAH were 0.997 and

iency tests determined by CH and MAH methods from urine specimen (n = 4)

2,4-TDA, mean (R.S.D.%)

1/1250** 1/500 1/250**

(0.7) 15.9 (3.3) 36.2 (4.5) 68.4 (6.5)
(2.9) 17.8 (3.8) 39.2 (9.5) 90.4 (9.2)
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.999, respectively (Fig. 3a). For 2,4-TDA, they were 1.000
nd 0.996, respectively (Fig. 3b), indicating satisfactory lin-
arity of the measured concentrations for both conventional
eating and MAH. However, the slopes for conventional heat-
ng and MAH for 2,6-TDA were quite close to each other,
ndicating that the measured outcomes were only slightly dis-
repant. For 2,4-TDA, however, the yield of MAH increased
ith concentrations (1/250 and 1/500 groups), suggesting that

he higher hydrolysis efficiency of MAH exceeded that of con-
entional heating in the analysis of high concentrations of
,4-TDA.

The application of microwave heating to accelerate the chem-
cal synthesis reactions began with the work of the teams of
iguere et al. [27] and Gedye et al. [28] at the end of 1980s.
ecause microwave heating is able to improve reaction rates,
nhance selectivity, and provide cleaner products with higher
ields and shorter reaction duration, quite a few microwave-
ssisted reactions have been investigated in organic chemistry
29]. Particularly, microwave-assisted method is very promising
o implement the hydrolysis of organic compounds in acid and
lkaline media, reactions involving the hydrolysis derivatization
ince 1993 [30]. In our study, while hydrolysis by the conven-
ional heating method required 16 h, MAH took only 20 min to
ield similar recoveries and precision, perhaps because of its
bility to rapidly increase the temperature of a reaction. Heating
y microwave is a highly efficient process and saves consider-
ble energy, primarily because the fundamental mechanism of
icrowave involves an agitation of dipolar molecules or ions

hat could oscillate under the effect of an oscillating electric
r magnetic field [31]. Microwave heating, unlike conventional
eating, provides uniform heating to drive a reaction throughout
reaction mixture. In conventional heating, temperature differ-
nces always exist between the container wall and the solvent.
herefore, heating by MAH is a highly efficient process and
aves significant time.

. Conclusions

Hydrolysis by MAH took 48 times faster than that by the con-

entional heating method with comparable analytical recoveries
nd precision for both U-TDAs samples at various concentra-
ions. This study demonstrated that the application of the MAH
ethod in hydrolysis was a reproducible, timesaving and effi-

[
[

[
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ient measure during the preparation of samples for determining
rinary TDA concentrations.
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17] K. Kääriä, A. Hirvonen, H. Norppa, Analyst 126 (2001) 1025.
18] C. Timchalk, F.A. Smith, M.J. Bartel, Toxicol. Appl. Pharmacol. 124 (1994)

181.
19] C.J. Sennbro, C.H. Lindh, H. Tinnerberg, C. Gustavsson, M. Littorin, H.

Welinder, B.A. Jonsson, Biomarkers 8 (2003) 204.
20] P. Lind, G. Skarping, M. Dalene, Anal. Chim. Acta 333 (1996) 277.
21] A. Abu-Samra, J.S. Morris, S.R. Koirtyohann, Anal. Chem. 47 (1975) 1475.
22] A. Zlotorzynski, Crit. Rev. Anal. Chem. 25 (1995) 43.
23] H.M. Kingston, S.T. Haswell, J. Am. Chem. Soc. 119 (1997) 772.
24] F.O. Silva, V. Ferraz, Talanta 68 (2006) 643.
25] P.F. Woolrich, Am. Ind. Hyg. Assoc. J. 43 (1982) 89.
26] C. Rosenberg, H. Savolainene, J. Chromatogr. 323 (1985) 429.
27] R.J. Giguere, T.L. Bray, S.M. Duncan, G. Majetich, Tetrahedron Lett. 27

(1986) 4945.
28] R. Gedye, F. Smith, K. Weataway, H. Ali, L. Baldisera, L. Laberge, Tetra-
29] J. Warrand, H.G. Janssen, Carbohydr. Polym. 69 (2007) 353.
30] K.D. Khalaf, A. Morales-Rubio, M. de la Guardia, Anal. Chim. Acta. 284

(1993) 249.
31] Developments in Microwave Chemistry, Evalueserve, 2005.



A

m
a
i
0
V
w
p
V
©

K

1

n
v
i
a
m
a
h
t
(
U
s
b
p

0
d

Talanta 72 (2007) 1500–1506

Determination of vitexin-2′′-O-rhamnoside in rat plasma by
ultra-performance liquid chromatography electrospray ionization tandem

mass spectrometry and its application to pharmacokinetic study

Xixiang Ying a,b, Xiumei Lu a, Xiaohong Sun a, Xiaoqin Li a, Famei Li a,∗
a School of Pharmacy, Shenyang Pharmaceutical University, 103 Wenhua Road, Shenyang, Liaoning Province 110016, PR China
b School of Pharmacy, Liaoning University of TCM, 79 Chongshan East Road, Shenyang, Liaoning Province 110032, PR China

Received 24 August 2006; received in revised form 23 January 2007; accepted 27 January 2007
Available online 9 February 2007

bstract

A rapid, sensitive and selective ultra-performance liquid chromatography electrospray ionization tandem mass spectrometry (UPLC-ESI-MS/MS)
ethod was developed for the determination and pharmacokinetic study of vitexin-2′′-O-rhamnoside (VOR) in rat plasma. The method involved
simple protein precipitation with methanol. The separation was performed on an ACQUITY UPLCTM BEH C18 column (50 mm × 2.1 mm,

.d., 1.7 �m) with gradient elution using a mobile phase composed of acetonitrile and water (containing 0.1% formic acid) at a flow rate of
.25 mL min−1. Electrospray ionization (ESI) in positive ion mode and multiple reaction monitoring (MRM) was used for the quantification of

OR with a monitored transitions m/z 579 → 433 for VOR and m/z 611 → 303 for internal standard (I.S., hesperidin). Linear calibration curves
ere obtained over the concentration range of 10–2500 ng mL−1 with lower limit of quantification (LLOQ) of 10 ng mL−1. The intra- and inter-day
recisions (R.S.D. %) were less than 11% and 2.4%, and accuracy (RE %) between −9.3% and 1.0% (n = 5). The average extraction recovery of
OR was 97.2 ± 2.6%. The developed method was applied for the first time to the pharmacokinetic study of VOR in rats following a single oral dose.
2007 Elsevier B.V. All rights reserved.
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eywords: Vitexin-2′′-O-rhamnoside; UPLC-ESI-MS/MS; Pharmacokinetics;

. Introduction

Vitexin-2′′-O-rhamnoside (VOR) is one of the main compo-
ents of flavonoid of the leaves of Crataegus pinnatifida Bge.
ar major N. E. Br. [1], which has been demonstrated to strongly
nhibit DNA synthesis in MCF-7 human breast cancer cells [2],
nd it belongs to polyphenolic compound, which has shown
any other biological and pharmacological activities, such as

ntioxidation and treating heart disease [3,4] Many methods
ave been reported for quantification of VOR in pharmaceu-
icals or plants using high-performance liquid chromatography
HPLC) [5,6] and capillary zone electrophoresis (CZE) with
V detector [7,8]. Because flavonoid glycosides have been con-
idered that were hydrolyzed firstly by the microflora before
eing absorbed [9,10], little attention has been devoted to the
harmacokinetic study of VOR in vivo. Hence, it is necessary

∗ Corresponding author.
E-mail address: fameili@163.com (F. Li).

2

2

(

039-9140/$ – see front matter © 2007 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2007.01.059
asma

o develop an assay to fully evaluate the pharmacokinetics of
OR. Recently, the high sensitive and selective LC–MS method
as been employed to the analysis of flavonoid glycoside in
iological fluids [11]. In this paper, a rapid, sensitive and selec-
ive approach using UPLC-ESI-MS/MS method is described to
nvestigate the pharmacokinetics of VOR in rat after oral admin-
stration. The LLOQ of this method is 10 ng mL−1. The total run
ime of each sample was 3.0 min which met the requirement for a
igh-throughput determination of biosamples. To the best of our
nowledge, this is the first report on the development, validation
nd application of UPLC-ESI-MS/MS method for the determi-
ation of VOR in rat plasma and its pharmacokinetic study after
ral administration.

. Experimental
.1. Chemicals and reagents

The leaves of C. pinnatifida Bge. var major N. E. Br.
collected in Shenyang, Liaoning Province, China) were
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Fig. 1. The structures of vitexin-2′′-O-rhamnoside (a) and hesperidin (b).

xtracted with 70% aqueous EtOH, the crude extract was
hen concentrated and passed through a porous-polymer resin
AB-8, Tianjin, China) eluted with 60% EtOH. The solvent
as evaporated under reduced pressure to obtain a mixture
hich was partitioned with chloroform and n-butanol. The n-
utanol layer (100 g) was chromatographed on silica gel with
hloroform–methanol as the eluent in gradient to afford 10
ractions. Fraction 7 [10 g, chloroform–methanol (4:1)] were
ubjected to silica gel column chromatography eluted with an
ster acetic acid–butanone–formic acid–water (4:3:1:1) to give
OR of 0.8 g (99.0% purity checked by HPLC) which was fully
haracterized by comparison of 1H NMR and MS data with those
n literature [12]. Hesperidin (internal standard, I.S.) was pur-
hased from National institute for the Control of Pharmaceutical
nd Biological Products (Beijing, China). The structures of VOR
nd I.S. are shown in Fig. 1. Acetonitrile and methanol of HPLC
rade were purchased from Tedia Company, Inc (Fairfield, OH,
SA). Water was purified in a Milli-Q® Biocel Ultrapure Water
ystem (Millipore, MA, USA) in all the study. Other chemicals
ere of analytical grade.

.2. Instrumentation and conditions

.2.1. Ultra-performance liquid chromatography
Liquid chromatography was performed on an ACQUITYTM

PLC system (Waters Corp., Milford, MA, USA) with condi-
ioned autosampler at 4 ◦C. The separation was carried out on
n ACQUITY UPLCTM BEH C18 column (50 mm × 2.1 mm,
.d., 1.7 �m; Waters Corp., Milford, MA, USA). The column
emperature was set at 40 ◦C. The analysis was achieved with

radient elution using (A) acetonitrile and (B) water (contain-
ng 0.1% formic acid) as the mobile phase at a flow rate of
.25 mL min−1. Gradient condition of the mobile phase was as
ollows: A was linear from 30% to 40% during the first 1.0 min,

2
o
t
t
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inearly increased to 90% for 0.5 min and returned to initial con-
ition for 1.5 min re-equilibration. The injection volume was
�L using partial loop mode for sample injection.

.2.2. Mass spectrometry
Mass spectrometric detection was carried out on a

icromass® Quattro microTM API mass spectrometer (Waters
orp., Manchester, UK) with an electrospray ionization (ESI)

nterface. The ESI source was set in positive ionization mode.
uantification was performed using multiple reaction monitor-

ng (MRM) of the transitions of m/z 579 → 433 for VOR and
/z 611 → 303 for I.S., respectively, with a dwell time of 100 ms
er transition. The optimized ionization parameters were as fol-
ows: capillary 3.1 kV, cone 40 kV, source temperature 110 ◦C
nd desolvation temperature 300 ◦C. Nitrogen was used as des-
lvation and cone gas with the flow rate of 300 and 40 L h−1,
espectively. Argon was used as collision gas and the collision
nergy was 20 eV for both VOR and I.S. Multipliers were set at
50 V. All data were acquired and processed using MassLynxTM

T 4.0 software with a QuanLynxTM program (Waters Corp.,
ilford, MA, USA).

.3. Animals and blood sampling

All animal studies were performed according to the Guide-
ines for the Care and Use of Laboratory Animals that was
pproved by the Committee of Ethics of Animal Experimen-
ation of Liaoning University of TCM.

Male Wistar rats, weighing 250–300 g, were obtained from
he Laboratory of Animal Center, Liaoning University of TCM
Shenyang, China). They were kept in environmentally con-
rolled breeding room for 1 week before the experiments, fed
ith standard laboratory food as well as water ad libitum and

asted overnight before the test. VOR (120 mg kg−1) was admin-
stered to the rats via gastric gavage. A blood sample of 0.5 mL
as withdrawn from vena orbitalis at times of 0, 5, 10, 15, 30,
5, 60, 90, 150, 240 and 360 min to heparinized polythene tubes
nd centrifuged at 1300 × g for 15 min to obtain plasma samples.
amples were stored at −20 ◦C until analysis.

.4. Calibration standards and quality control samples

Stock solutions of VOR and I.S. were prepared in methanol
t 100 and 400 �g mL−1, respectively, and were stored at 4 ◦C.
orking solutions were obtained by serial dilution of stock

olution with methanol. The calibration samples for VOR were
repared by spiking blank rat plasma at 10, 25, 50, 100, 250, 500
nd 2500 ng mL−1. The quality control (QC) plasma samples of
OR (25, 250 and 2000 ng mL−1) were similarly prepared.

.5. Plasma sample preparation

Aliquots of 200 �L of plasma sample were spiked with

0 �L of acetic acid, 50 �L of I.S. (40 �g mL−1) and 1 mL
f methanol followed by vortex mixing for 1 min and cen-
rifuging at 1300 × g for 15 min, and the supernatant was
ransferred into 1.5 mL tubes and evaporated to dryness under
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stream of nitrogen (50 ◦C). The residue was dissolved with
00 �L initial mobile phase, vortexed for 1 min and centrifuged
t 12,700 × g for 10 min. An aliquot of 5 �L of the super-
atant was injected into the UPLC-ESI-MS/MS system for
nalysis.

.6. Method validation

Validation runs were conducted on three consecutive days.
ach validation run consisted of a minimum of one set of cal-

bration standards and six sets of QC plasma samples at three
oncentrations. The results from QC plasma samples in three
uns were used to evaluate the precision and accuracy of the
ethod developed. The peak area ratios of VOR/I.S. of unknown

amples were then interpolated from the calibration curve to give
he concentrations of VOR. During routine analysis, each ana-
ytical run included a set of calibration standards, a set of QC
lasma samples in duplicate and plasma samples to be deter-
ined.
Selectivity was investigated by comparing chromatograms of

lank plasma obtained from six rats with those of corresponding
tandard plasma sample spiked with VOR and I.S. (40 �g mL−1)
nd plasma sample after oral determination of VOR in rat.

The matrix effects on the ionization efficiency of VOR and
.S. were evaluated by spiking blank plasma extracts at three dif-
erent concentration levels of VOR (25, 250 and 2000 ng mL−1).
he resulting peak areas of VOR (A) were compared with those
btained from corresponding standard solutions dried and dis-
olved with mobile phase (B). The ratio (A/B × 100%) was used
o evaluate the matrix effect, if it is between 85% and 115%,
here is no significant matrix effect. The matrix effect of I.S.
as evaluated using the same procedure.
The calibration curves over the concentration range of

0–2500 ng mL−1 for VOR were constructed by plotting the
eak area ratios of VOR to I.S. versus VOR nominal concen-
rations in the standard plasma samples by the weighted (1/x2)
east-square linear regression. The limit of detection (LOD) was
etermined in signal to noise ratio of 3 (S/N) and the lower limit
f quantification (LLOQ) determined in signal to noise ratio of
10 (S/N). The acceptable accuracy (RE) within ±20% and a
recision (R.S.D.) not exceed 20% should be obtained.

Precision and accuracy were evaluated by analyzing the
C samples at three concentration levels of VOR (25,
50 and 2000 ng mL−1). Precision was expressed as rela-
ive standard deviation (R.S.D. %) and accuracy as (mean
ound concentration − nominal concentration)/(nominal con-
entration) × 100%. Intra-day precision and accuracy were
etermined by repeated analysis of a set of standards on 1 day
n = 5), while inter-day precision and accuracy by repeated anal-
sis on three consecutive days (n = 5 series per day). The R.S.D.
nd RE should be less than 15%, except at the LLOQ where it
hould not exceed 20%.

The extraction recovery was determined by comparing the

eak areas of VOR obtained from QC samples that were sub-
ected to the extraction procedure with those obtained from
lank plasma extracts that were spiked post-extraction with the
ame nominal concentrations. The extraction recovery of I.S.

o
T
r
s

(2007) 1500–1506

as determined similarly. This procedure was repeated for QC
amples at the concentration of 25, 250 and 2000 ng mL−1.

The stability of VOR and I.S. stock solutions was evaluated
fter storage at room temperature for 6 h and at 4 ◦C for 15 days.
he stability of VOR and I.S. working solutions was investigated
t room temperature for 6 h.

Short-term stability was assessed by analyzing QC plasma
amples kept at room temperature for 6 h that exceeded the
outine preparation time of samples. Long-term stability was
etermined by assaying QC plasma samples after storage at
20 ◦C for 15 days. Freeze–thaw stability was investigated after

hree freeze (−20 ◦C at least 24 h)–thaw (room temperature for
–3 h) cycles. Post-preparative stability was assessed by analyz-
ng the extracted QC plasma samples kept in the autosampler at
◦C for 24 h.

. Results and discussion

.1. ESI-MS/MS optimization

To determine VOR, electrospray ionization was used to
btain good sensitivity and fragmentation. The instrument set-
ing was adjusted to maximize the responses for VOR and I.S. by
irect injection of their standard solutions into the mass spec-
rometry. Positive ion mode was chosen for the quantification
ecause of better sensitivity. MRM was used for the quantifi-
ation of VOR on account of great advantage in selectivity. In
S scan mode we optimized the parameters which generated
ost intensive responses of precursor ions [M + H]+ of VOR

nd I.S. Then the analyzer parameters were optimized in daugh-
er scan mode with collision energy 20 eV for both VOR and I.S.
o yield the most intensive product ions m/z 433 and m/z 303,
espectively. The product ion mass spectra of [M + H]+ ions of
OR and I.S. are shown in Fig. 2. The mass transitions cho-

en for quantification were m/z 579 → 433 for VOR and m/z
11 → 303 for I.S.

.2. Chromatography optimization

Different mobile phases were evaluated to improve UPLC
eparation and enhance sensitivity in MS detection. Gradient
lution using a mobile phase composed of acetonitrile–water
containing 0.1% formic acid) was finally chosen for separa-
ion with excellent peak shape and mass spectral response. A
mall amount of formic acid in the mobile phase was used
o provide better ionization and higher sensitivity. Two chan-
els were used for recording, channel 1 for VOR with the
etention time of 0.69 min and channel 2 for I.S. with the
etention time of 0.86 min. Both VOR and I.S. were rapidly
luted with retention times less than 1 min, and the total run
ime of each sample was 3.0 min which met the require-

ent for high-throughput determination of biosamples. Typical
RM chromatograms of a blank sample spiked with VOR
f 500 ng mL−1 and I.S. (40 �g mL−1) are depicted in Fig. 3.
he very narrow chromatographic peaks generated by UPLC

esulted in an increase in the chromatographic sensitivity and
electivity.
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Fig. 2. Product ion mass spectra (ESI+) of

.3. Method validation

.3.1. Selectivity and matrix effect
Representative chromatograms of an extracted blank rat

lasma (a), a blank rat plasma spiked with VOR (500 ng mL−1)
nd I.S. (b), and a rat plasma sample 10 min after oral adminis-
ration of 120 mg kg−1 of VOR (c) are shown in Fig. 3. No inter-

erences were observed at the retention times of the analytes.

To evaluate the matrix effect, the peak areas of blank plasma
xtracts spiked with analyte post-extraction (A) were compared
ith those of the standard solutions dried directly and recon-

3

p
s

n-2′′-O-rhamnoside (a) and hesperidin (b).

tituted with mobile phase (B). The ratios (A/B × 100%) were
7.6 ± 2.2%, 102.9 ± 2.6% and 105.2 ± 6.7% at three concen-
ration levels of VOR (25, 250 and 2000 ng mL−1), respectively,
hile the I.S. was result 98.2 ± 4.6%, in the concentration levels
f VOR, which means no significant matrix effect for VOR and
.S. in this method.
.3.2. Calibration curve
Seven calibration standards were prepared by spiking blank

lasma with 50 �L of VOR and I.S., and pre-treated with the
ame procedure as described under Section 2.5. The seven points
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10, 25, 50, 100, 250, 500 and 2500 ng mL−1) calibration curves
ere linear over the concentration range. The regression equa-

ions were obtained using weighted (1/x2) least squares linear
egression: typically y = 2.92 × 103 x + 47.4 with a correlation
oefficient (r) of 0.9946, where y is the peak area ratio of VOR
o I.S. and x is the spiked concentration of VOR.

.3.3. Limit of detection and quantification
The limit of detection (LOD) was determined in signal to
oise ratio of 3 (S/N), which was 2 ng mL−1 for VOR. The
ower limit of quantification (LLOQ) was defined as the low-
st concentration on calibration curve with acceptable precision
nd accuracy. The LLOQ of the assay was of 10 ng mL−1

i
r
T
l

ig. 3. Typical MRM chromatograms of (a) blank plasma; (b) blank plasma spiked w
t 10 min after oral administration of 120 mg kg−1 vitexin-2′′-O-rhamnoside. Peak: v
(2007) 1500–1506

S/N = 14.7) with R.S.D. % of the intra- and inter-day precisions
elow 7.6% and 11.4%, accuracies (RE %) between −5.3% and
2.0%, respectively.

.3.4. Precision and accuracy
The intra- and inter-day precisions and accuracies were deter-

ined by analyzing five replicates of QC samples at three
oncentrations (25, 250 and 2000 ng mL−1) on the same day
nd on three consecutive days. The R.S.D. % of the intra- and

nter-day precisions were below 11% and 2.4% and the accu-
acies (RE %) were between −9.3% and 1.0%, respectively.
he R.S.D. and RE of the precision and accuracy of VOR were

ess than 15%, and that of LLOQ were not exceed 20%, which

ith vitexin-2′′-O-rhamnoside (500 ng mL−1) and hesperidin; (c) plasma sample
itexin-2′′-O-rhamnoside and peak: hesperidin.
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absorbed from the gut and are subjected to degradation by intesti-
nal micro-organisms. Although VOR is one of the flavonoids,
it was determined in rats up to 360 min after dosing by our
method for the first time. The result suggests that VOR can

Table 1
Mean pharmacokinetic parameters of VOR (120 mg kg−1) in rats (mean ± S.D.,
n = 5) after an oral administration

Parameter VOR

AUC0–t (�g min mL−1) 78,556 ± 9900
Fig. 3. (

ere acceptable and meant that the method was precise and
ccurate.

.3.5. Recovery
The extraction recoveries of VOR at concentration levels of

5, 250 and 2000 ng mL−1 were 94.6 ± 8.8%, 97.3 ± 5.6% and
9.7 ± 3.2%, respectively. The average extraction recovery of
OR and I.S. were 97.2 ± 2.6% and 96.9 ± 5.4%, respectively.
he high extraction recoveries of VOR may be attributed to the
ne-step protein precipitation with methanol. With the consis-
ency in the recoveries of the analyte and the I.S., the assay has
roved to be robust in high-throughput analysis.

.3.6. Stability
The stock solutions of VOR and I.S. were found to be stable at

oom temperature for 6 h and at 4 ◦C for 15 days. Both working
olutions were stable at room temperature for 6 h. The results
or short-term, long-term, freeze–thaw and post-preparative
tability of QC plasma sample (250 ng mL−1) expressed as
ccuracy (mean ± S.D., %) were 104.1 ± 8.7%, 102.6 ± 8.9%,
00.8 ± 5.4% and 98.2 ± 9.4%, respectively. These results indi-
ate reliable stability behavior of VOR under the experimental
onditions of the regular analytical procedure.

.4. Application

The present method was successfully applied to determine
OR in rat plasma, following oral administration of VOR aque-
us solution at a dose of 120 mg kg−1. The pharmacokinetic
arameters were analyzed using the 3P97 computer program
The Chinese Society of Mathematical Pharmacology, Beijing,

hina). The concentration–time curve of VOR in rat plasma
as fitted to a two-compartment model with first order absorp-

ion (with a weighting factor of 1/x). The pharmacokinetic
rofile obtained following single dose administration of VOR

A
C
T
T

ig. 4. Mean concentration–time profile of vitexin-2′′-O-rhamnoside in rats
mean ± S.D., n = 5) after single oral administration of vitexin-2′′-O-rhamnoside
120 mg kg−1).

120 mg kg−1) in rats within 360 min is shown in Fig. 4, and
he pharmacokinetic parameters of VOR in rats are summarized
n Table 1. According to the literature [9], flavonoids are poorly
UC0–∞ (�g min mL−1) 82,010 ± 10,155

max (�g mL−1) 807.5 ± 173.6

max (min) 30.8 ± 1.4

1/2 (min) 20.1 ± 1.3
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e absorbed into circulation after oral administration and the
ethod established in this paper might be of some value.

. Conclusion

A rapid, sensitive and selective UPLC-ESI-MS/MS method
as developed and validated for the determination of VOR in

at plasma, which showed great advantages of not only the sim-
le sample preparation but also satisfactory selectivity and short
un time of 3.0 min. The method was successively applied to the
harmacokinetics of VOR in rat plasma after oral administration
t a single dose of 120 mg kg−1 for the first time. The investiga-
ion contributes to the determination method of VOR as well as
he understanding of the pharmacokinetics of VOR in rat.
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bstract

A new voltammetric enzyme-linked immunoassay system of 3,4-diaminobenzoic acid (DBA)–H2O2–horseradish peroxidase (HRP) for sensitive
etection of prostate specific antigen (PSA) in human serum was present. In the proposed procedure, labelled HRP efficiently catalyzed the oxidation
eaction of DBA by H2O2 and generated the electroactive product, 2,2′-biamino-4,4′-bicarboxyl azobiphenyl, which produced a sensitive second-
rder derivative linear sweep voltammetric peak at potential of −0.62 V (versus SCE) in Britton–Robinson (BR) buffer solution. The linear range
or detection free HRP was from 4.0 × 10−12 to 4.0 × 10−9 g ml−1 and the detection limit was about 6.0 × 10−13 g ml−1. The proposed new system

ould be used for detection of PSA ranging from 0.20 to 16.0 ng ml−1 with a detection limit of 0.10 ng ml−1, which was five times lower than that
f the traditional o-phenylendiamine spectrophotometric enzyme-linked immunosorbent assay (ELISA) method. The proposed electrochemical
LISA method is simple, inexpensive, reproducible and sensitive, which shows potential for detecting PSA in clinical diagnosis.
2007 Elsevier B.V. All rights reserved.
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. Introduction

Prostate cancer is a deadly malignancy and major cause of
eath in the male population aged over 50 years. No curative
herapy is now available once the disease spreads the limits of
he organ. To combat against the disease and control the mortal-
ty rate, therefore, accurate detection of prostate cancer at early
tage while it is localised in the prostate gland offers the best
ope. Prostate specific antigen (PSA), a glycoprotein in human
erum, has been proved to be the most reliable and specific clin-
cal tool for preoperative diagnosing and monitoring prostate
ancer. Normally, prostate cancer is suspected if the total PSA
evel is higher than 10 ng ml−1 [1–4]. Therefore, sensitive and
pecific detection of PSA for early prostate cancer detection is
f great significance.

As one of the most selective analytical methodologies,

mmunoassay is developed in the last 30 years and has been
uccessfully applied for the assay of PSA. Different immunoas-
ay readout techniques, e.g., fluorescence, chemiluminescence,

∗ Corresponding author. Tel.: +86 532 84022750; fax: +86 532 84022750.
E-mail address: shushzhang@qust.edu.cn (S. Zhang).
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039-9140/$ – see front matter © 2007 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2007.01.063
oxidase; 3,4-Diaminobenzoic acid

nzyme, surface plasmon resonance (SPR), have been developed
n past years. Amongst them, enzyme-linked immunosorbent
ssays (ELISA) are currently the predominant analytical tech-
ique for quantitative determination of broad variety of analytes
n fields of clinic, medicine, biotechnology and environment
5–9]. Compared with spectrophotometric detection, the most
sed readout modality for ELISA, electrochemical technique
merges as the very attractive alternative to carry out detection in
LISA. The reason lies in the prominent characteristics of elec-

rochemical methods including simple and low cost fabrication,
igh sensitivity and selectivity, and conveniently practical appli-
ation [10–16]. Sarker et al. have described the detection of PSA
sing amperometric immunosensor [12]. In the three electrode
ystem used, working electrode (WE) was made of hydrox-
ethyl cellulose (HEC) and rhodinised carbon. Monoclonal
apture antibody (Mab) to PSA was immobilized on the WE and
he other Mab was labelled by the tracer enzyme, horseradish
eroxidase (HRP). Due to enzymatic reaction via a sandwich
mmunoassay on the WE, the electrochemical response was

irectly observed and the limit of detection was 0.25 ng ml−1.
p et al. have reported the enzyme immunoassay for PSA
y flow-injection electrochemical detection [13]. The alkaline
hosphatase was used as the labelled enzyme, which converted
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-aminophenyl phosphate to p-aminophenol. The concentration
f p-aminophenol was then determined amperometrically in the
ow-injection system.

Microtiter plates (96-well) are the most commonly and com-
ercially available solid supports used in heterogeneous ELISA.
hey show potential in high throughout detection because
any samples can be measured in parallel [17]. Our group

as coupled the application of electrochemical methods and
LISA by incorporating microtiter plates with electrochemi-
al detection. Compared with spectrophotometric detection by
xpensive microtiter plate reader, ELISA analysis with elec-
rochemical detection is relatively inexpensive and free from
olor and turbid interferences. Moreover, more sensitive detec-
ion than the spectrophotometric analysis could be obtained
18–22]. With horseradish peroxidase (HRP), the most widely
sed enzyme in immunoassays being the label, we developed
variety of voltammetric enzyme-linked immunoassay sys-

ems using substrates such as o-dianisidine, m-aminophenol,
-phenylenediamine, 3,3′-5,5′-tetramethylbenzidine and so
n.

In this paper, sensitive detection of PSA in human serum
ased on a new electrochemical enzyme-linked immunoas-
ay system was proposed. With HRP being the labelled
nzyme, the usage of a novel substrate, 3,4-diaminobenzoic
cid (DBA), was first reported. Resulting from the oxidation
eaction of DBA in HRP–H2O2 system, the electroactive prod-
ct, 2,2′-biamino-4,4′-bicarboxyl azobiphenyl, was formed and
ould be voltammetrically measured. In comparison with the
-phenylenediamine spectrophotometric ELISA, this electro-
hemical method improves the sensitivity of PSA detection by
bout five times. As a promising alternative approach for detect-
ng PSA in the clinical diagnosis, the proposed assay is simple,
nexpensive, rapid, reproducible and sensitive.

. Experimental

.1. Instrumentation

The electrochemical measurement was carried out with
MP-2 voltammetric analyzer (Shangdong No. 7 Electric

ommunication Corp., China). A three-electrode system was
mployed using a dropping mercury electrode or a hanging mer-
ury drop electrode as working electrode, a platinum electrode
s auxiliary electrode and a saturated calomel electrode (SCE) as
eference electrode. OG3022A enzyme-linked immunity mea-
ure implement (Huadong Electronal Group Medical Treatment
nstrument Ltd., China) was used for the spectrophotometric
LISA.

.2. Chemicals

3,4-Diaminobenzoic acid (DBA, ABCR GmBH & Co.)
olution was prepared by dissolving 0.0570 g DBA in water

nd diluted to 50.00 ml (7.5 × 10−3 mol l−1). The solution of
RP (250 units per mg enzyme, Xueman Biochemical Tech-
ique Corp., China) was prepared by dissolving 10.00 mg
RP in 10.00 ml water (1.0 × 10−3 g ml−1). It was stored

r

w
i
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n a refrigerator at 4 ◦C. H2O2 solution at a concentra-
ion of 4.0 × 10−4 mol l−1 was prepared freshly. 0.2 mol l−1

ritton–Robinson (BR) buffer solutions at pH 4.5 or 8.0 were
sed in the study. The substrate solution in the enzyme-linked
mmunoassay system was prepared by adding the following
olutions in sequence: 1.0 ml of 7.5 × 10−3 mol l−1 DBA solu-
ion, 3.0 ml of 4.0 × 10−4 mol l−1 H2O2 solution and 2.0 ml of
R buffer solution at pH 4.5. Afterwards, the resulting mix-

ure was diluted to 10.0 ml and shaken to obtain a uniform
olution. The PSA ELISA kit was purchased from Peking North-
ard Biology Technique Graduate School and stored at 2–8 ◦C.
he kit included immunoplate precoated by anti-PSA serum,
RP-linked anti-PSA, standard PSA sample, substrate solu-

ion (o-phenylendiamine solution), rinsing solution (PBS) and
top solution (H2SO4). Other chemicals employed were of ana-
ytical grade and doubly deionized water (DDW) was used
hroughout.

.3. Electrochemical measurement of free or labelled HRP

The 1.0 ml DBA (7.5 × 10−3 mol l−1), 3.0 ml H2O2
4.0 × 10−4 mol l−1), 2.0 ml BR buffer solution (0.2 mol l−1, pH
.5) and 1.0 ml HRP solution (1.0 × 10−8 g ml−1) was mixed
nd diluted to 10.0 ml with DDW. Then, the mixture was sat at
7 ◦C for 50 min in a constant temperature water bath. 3.0 ml
f the above solution was transferred into a 10.0 ml colori-
etric tube and 7.0 ml of BR buffer solution (0.2 mol l−1, pH

.0) was subsequently added. The resulting solution was then
ransferred into a 10 ml electrolyte cell. The second-order deriva-
ive linear-sweep voltammogram was recorded with the MP-2
oltammetric analyzer. The instrumental conditions were as fol-
ows: initial potential, −0.20 V; mercury drop standing time, 7 s;
otential scanning rate, 300 mV s−1.

.4. Detection of PSA

The detection of PSA was carried out with double-antibody-
andwich immunoassay method. In the assay, the commercial
SA Kit was directly used. The conditions of the immunoreac-

ion were controlled according to the procedure recommended.
n brief, all regents were equilibrated at room temperature
efore measurement. The 100 �l of control serum with differ-
nt concentrations of PSA or real serum sample were added
o each well of the polystyrene immunoplate, which was pre-
oated with anti-PSA. Then, 100 �l of HRP-linked anti-PSA
as added to each well. The incubation reaction was controlled

t 37 ◦C for 60 min. After rinsed with PBS buffer (300 �l) three
imes followed by DDW for three or four times, 300 �l of
he substrate solution was added to each well and incubated
t 37 ◦C for 50 min. The enzymatic product generated in the
late was transferred to a 5 ml electrochemical measuring cell.
fter 700 �l of BR buffer (pH 8.0) were added into the cell,

he second-order derivative linear-sweep voltammogram was

ecorded.

For comparison, spectrophotometric detection of ELISA
as also preformed in parallel using OG3022A enzyme-linked

mmunity measure implement.
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ig. 1. Second-order derivative linear-sweep voltammogram of BR buffer (1),
R + DBA + H2O2 (2) and BR + DBA + H2O2 + HRP (3).

. Results and discussion

.1. The second-order derivative linear-sweep
oltammograms

Linear sweep second-order derivative polarography has
dvantages, such as the highest sensitivity, the lowest detection
imit, short experimental time, fast electrochemical procedure
nd simple manipulation. With the catalysis of HRP, DBA could
e oxidized by H2O2 in BR buffer solution at pH 4.5. The result-
ng enzymatic product generated excellent voltammetric peaks
r polarographic waves in linear sweep second-order derivative
olarography, as shown in Fig. 1 (curve 3). However, no voltam-
etric peak was observed in the voltammogram of BR buffer

olution (curve 1). Curve 2 represented the voltammogram of
R solution containing DBA and H2O2. A small voltammetric
eak at −0.62 V was observed. Such small peak was due to the
roduct formed by slow oxidation of DBA by H2O2. By addition
f HRP in mixture of DBA and H2O2 in BR solution, oxidation
f DBA by H2O2 was greatly quickened. As a result, the reaction
roduct produced a large and well-defined voltammetric peak at

0.62 V (curve 3). When the HRP content was controlled as low

s 1.0 × 10−9 g ml−1, a distinctive increase of this voltammetric
eak can still be observed.

r
r
c

Fig. 2. The process of the HRP-catalyzed o
ig. 3. Effect of pH of BR buffer solution on the HRP-catalyzed oxidation
eaction.

.2. Conditions for enzyme-catalyzed reaction

As seen from the voltammogram, HRP intensely catalyzed
he oxidation reaction of DBA by H2O2. Considering the struc-
ure of the product and catalysis cycle of HRP in reaction,
RP-catalyzed DBA oxidation process was demonstrated in
ig. 2. The enzymatic oxidation of DBA generated a stable
roduct, 2,2′-biamino-4,4′-bicarboxyl azobiphenyl in BR buffer
olution at pH 4.5.

The effect of pH on enzyme-catalyzed reaction was stud-
ed by varying the pH of BR buffer solution between 2.0 and
2.0. The electrochemical respond of the enzymatic product
n different conditions was shown in Fig. 3. When pH was
n the range of 4.0–5.0, a sensitive and stable voltammet-
ic peak could be obtained. Therefore, BR buffer solution at
.5 was chosen for enzyme-catalyzed reaction. Additionally,
he concentrations of each component in substrate solution,
ncluding BR buffer solution, DBA and H2O2, were also opti-

ized. When the final 10 ml substrate solution consisted of
.0 ml of BR buffer solution (0.2 mol l−1, pH 4.5), 1.0 ml
BA solution (7.5 × 10−3 mol l−1) and 3.0 ml H2O2 solution

4.0 × 10−4 mol l−1), the electrochemical peak was the highest
nd stable. Under such enzyme-catalyzed reaction conditions,
he electrochemical peak of the product had no change after

◦
eaction last 50 min at 37 C, indicating the equilibrium of the
eaction. Thus, 50 min was selected as the time for the enzyme-
atalyzed reaction.

xidation reaction of DBA by H2O2.
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.3. Detection conditions

The fine second-order derivative linear-sweep voltammetric
eak for the enzyme-catalyzed product could be obtained in cer-
ain buffer solutions, such as BR, or NaAc–HAc. In this work,
R buffer solution was selected as the supporting electrolyte for
he measurement. After enzyme-catalyzed reaction finished, the
ffect of pH of the supporting electrolyte (BR buffer solution)
n the second-order derivative linear-sweep voltammetric peak
f enzymatic product was investigated. Results showed that the

3

m

ig. 4. Cyclic voltammograms of enzymatic product in BR buffer solution at differe
R buffer solution at pH 4.5.
(2007) 1487–1493

eak potential shifted negatively with the increase of pH. In
R buffer solution at pH 8.0, the peak height was the high-
st and stable. In addition, the optimized amount of BR buffer
olution (pH 8.0) was 7.0 ml for 10 ml of the overall electrolyte
olution.
.4. The electrode procedure of the enzymatic product

The relation between the reduction peak height of the enzy-
atic product and the static period τ was investigated using the

nt pH. The enzymatic product was generated by oxidation reaction of DBA in
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detection

Under the optimum conditions, the proposed new DBA–
H2O2–HRP system could be used for quantitative detection

Table 1
The comparisons of electrochemical ELISA (�i′′p) with spectrophotometric
ELISA (A450) for the detection of labelled HRP using PSA-Ab-HRP

Dilution ratio
Fig. 5. A two-electron reversible redox process o

anging mercury drop electrode. We found that the peak height
id not change when τ changed between 0 and 18 s, indicating
he diffusion of the product.

The plot of the peak current versus the square root of the
canning rate was linear in the range of 150–935 mV s−1. It
ndicated that the reduction of the enzymatic product on the

ercury electrode was diffusion-controlled.
The cyclic voltammetric experiment was also performed for

olution containing enzymatic product. After enzyme-catalyzed
xidization reaction in BR buffer solution at pH 4.5, the cyclic
oltammograms were recorded at different pH from 2.0 to 12.0.
he results were shown in Fig. 4. The peak potential has a
ood linear relation with the pH value. The regression equa-
ion was Ep = −0.126–0.061 pH (γ = −0.9905). The formula
as provided by the literature [23], −0.059 x/n = −0.061, where
was the number of the electron transfer, x was the hydrogen

on number participating the reaction, x ≈ n. As we could see,
oth anodic peak and cathodic peak appeared in the buffer solu-
ion with pH range of 2.0–8.0. The heights of these two peaks
ncreased with the increase of pH. When pH was in the range
f 6.0–8.0, the peak height distinctly increased and the height
f the two peaks was almost equal. The phenomenon indicated
he appearance of one pair of reversible redox peaks. In the pH
ange of 10.0–12.0, the two peaks decreased with the increase
f pH. Based on the theory developed by Nicholson [24], the
oltammogram at pH 8.0 showed a two electron reversible
lectrode process. As reported in the literatures [25,26], the elec-
rochemical reaction on electrode was a two-electron reversible
edox process of azo-nitrification in BR buffer solution at
H 6.0–8.0. Such electrode process could be demonstrated in
ig. 5.

In summary, the oxidation of DBA by H2O2 yielded
stable product, 2,2′-biamino-4,4′-bicarboxyl azobiphenyl,

hen the enzyme-catalyzed reaction occurred in BR buffer
olution at pH 4.5. In BR buffer solution at pH 8.0,
uch enzyme-oxidized product could be reduced on elec-
rode through a two-electron transfer process. Based on such
lectro-reduction peak, free HRP and labelled HRP can
e determined. Additionally, different antibodies and anti-
ens can also be identified through HRP-linked immuno-
ssay.

In BR buffer solution at pH 8.0, multiple-sweep voltammo-
rams were recorded. There were good cathodic and anodic

eaks and those two peaks were similar in height. Moreover,
he peaks almost did not change with the increasing of the scan-
ing cycle. This was the diffusive behavior of the products and
eactants.

�

A

nitrification in BR buffer solution at pH 6.0–8.0.

.5. Electrochemical detection of free HRP

Different quantities of free HRP were used to catalyze the
xidation reaction of DBA by H2O2. The second-order deriva-
ive linear-sweep voltammograms of the following enzymatic
roducts were recorded. The peak height exhibited a good linear
elation with free HRP concentration in solution in the range of
.0 × 10−12 to 4.0 × 10−9 g ml−1. The detection limit was about
.0 × 10−13 g ml−1. The relative standard derivative (R.S.D.,
= 11) for detection of 4.0 × 10−11 g ml−1 free HRP was
.1%.

.6. Detection of labelled HRP

Similar with free HRP, labelled HRP could also be deter-
ined. We compared the sensitivity for determining free HRP

1) and labelled HRP. Five HRP-conjugated antibodies were
-fetoprotein (�FP-Ab-HRP, 2), ferritin-Ab-HRP (3), carci-
oma embryo (CEA-Ab-HRP, 4), PSA (PSA-Ab-HRP, 5),
nd full-mouthed disease (FMD-Ab-HRP, 6). In comparison
ith the o-phenylenediamine spectrophotometric ELISA, the
ewly developed method showed higher sensitivity for detection
f labeled HRP. The dilution curves for both electrochemi-
al and spectrophotometric assay were shown in Fig. 6. The
ighest dilution ratios for detection of labelled HRP using PSA-
b-HRP through the two methods were shown in Table 1.
he highest dilution ratio of our electrochemical method was
:5000, whereas, that of the o-phenylendiamine spectrophoto-
etric ELISA method was 1:1000. Thus, our electrochemical

nzyme-linked immunoassay system could detect five times
ower concentration of labelled HRP than that of the o-
henylendiamine spectrophotometric ELISA.

.7. The linear range, detection limit and precision of PSA
1:10 1:102 1:103 1:104 1:105

i′′p (�A) 103 23 18 14 0

450 0.85 0.29 0.10 0.01 0.00
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Fig. 6. Dilution curves for detection of labelled HRP using both electrochemical
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Table 2
The comparisons of electrochemical ELISA with spectrophotometric ELISA for
the detection of PSA in human serum

Sample Electrochemical
ELISA (ng ml−1)

R.S.D.
(%)

Spectrophotometric
ELISA (ng ml−1)

R.S.D.
(%)

1 0.23 4.5 –
2 0.46 4.2 –
3 0.82 3.9 –
4 3.75 3.4 4.23 3.3
5 8.65 2.7 7.92 2.9
6 42.63 2.3 43.24 3.6
7 – –
8 62.81 2.1 63.25 2.2
9 12.0 2.7 11.62 2.8

1

t
l
g
l
r
t
t

3

t
(
P
n
s
t
�
r

4

H
i
p
o
p
P
t
a
c

A

This research was supported by the National Natural Sci-
a) and spectrophotometric ELISA (b). Labelled HRP was �FPAb-HRP (1),
erritin-Ab-HRP (2), CEA-Ab-HRP (3), PSA-Ab-HRP (4), and FMD-Ab-HRP
5), respectively.

f PSA by second-order derivative linear-sweep voltammo-
ram. The linear range was from 0.20 to 16.0 ng ml−1 with a
etection limit of 0.10 ng ml−1 at a signal-to-noise ratio of 3.
he linear regression was y = −0.7471 + 5.4259x (γ = 0.9972),
here y represented �i′′p, i′′p was the peak current (�A),
was the concentration of PSA. The reproducibility of

ssay has also been studied. The relative standard deviation
R.S.D., n = 11) for the detection of 6.0 ng ml−1 of PSA was
.1%.

For o-phenylendiamine spectrophotometric ELISA method,
he linear range of PSA was 1.0–32 ng ml−1. The equation of lin-
ar regression was A = 0.0823 + 0.0467C (γ = 0.9974), where A
as the absorbency, C was the concentration of PSA. The detec-

ion limit was 0.5 ng ml−1. Therefore, the detection limit of our
lectrochemical enzyme-linked immunoassay method was five
imes lower than that of the o-phenylenediamine spectrophoto-

etric ELISA method.
.8. Detection of human serum samples

The human serum samples were detected using both
lectrochemical enzyme-linked immunoassay method and spec-

e
C
a
Z

0 25 2.5 26.30 2.5

rophotometric ELISA method. The comparison results were
isted in Table 2. We could find that the two methods showed
ood agreement. The results of electrochemical method were
inear proportional to that of spectrophotometric method. The
egression was y = −0.0833 + 1.0136x (γ = 0.9996), where x was
he results of electrochemical method, y was results of spec-
rophotometric method.

.9. Specificity for detection of PSA

The specificity for detecting PSA was investigated using dilu-
ions of PSA, �-fetoprotein (�FP), carcinoma embryo antigen
CEA), ferritin, and full-mouthed disease (FMD). 0.2 ng ml−1

SA could be readily detected. However, there were no sig-
ificant reactions with the �FP, CEA, ferritin and FMD
amples in the concentration of 10.0–1.0 �g ml−1. In addi-
ion, uninfected human serum and human serum infected with
FP, CEA, ferritin and FMD, respectively, gave no detectable

eactions.

. Conclusions

Based on the new system of 3,4-diaminobenzoic acid–
2O2–HRP, the developed electrochemical enzyme-linked

mmunoassay showed potential performance for detection of
rostate specific antigen (PSA) in human serum. The processes
f the enzyme-catalyzed reaction and electro-reduction of the
roduct on the electrode was investigated. The detection limit for
SA was five times lower than that of the traditional spectropho-

ometric ELISA method. The simple, inexpensive, reproducible
nd sensitive assay showed a promising alternative approach in
linical diagnosis.
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